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1. INTRODUCTION 
The random logic portion of a chlp Implement- 

lng a set of Boolean functions and sequential c l r -  
cu l ts  usual ly represents a major contr ibut ion to 
chip area. Obviously, there are many c l r cu l t s  
which rea l ize  the same Boolean function. Unfor- 
tunate ly ,  at present there Is no general theory 
that  provides designers (and design automation pro- 
grams) wlth lower bounds for  to ta l  area, for  gate 
oxide area, and for  delay time of logic Implementa- 
t ions in Integrated systems. Therefore, the main 
task for  the computer optlmlzatlon program appears 
In choice of the c i r c u i t  with the most convenlent 
layout. 

DIADES Is a design automation system with 
reg ls te r - t rans fe r  level descrlpt lon on I ts  Input 
and CIF f i l e  on output [ 5 ] .  The d lg l t a l  c i r c u i t  
can be described In both behavioral and st ructura l  
mode. A set of successive compllations and 
hardware Implementing and optlmlzlng transforma- 
t ions create the descript lon of the network on the 
level of logic gates and pass t rans is to rs .  As the 
output of hardware compilation from the higher lev- 
e l ,  th l s  descript ion Is usual ly nonoptlmal and thus 
Is next optlmlzed by recurslve technology Indepen- 
dent transformations based on Boolean algebra ( l l ke  
A*O = O, A*A = A, e t c . ) .  Inverters are also In- 
serted Into long chains of AND or OR gates, being 
the resul ts of I t e ra t l ve  c i r c u i t s '  compilation [ 4 ] .  

The next stages are: technology dependant op- 
t lm izat ion  of the logic network, and networkts lay- 
out. I t  Is assumed that  the resul tant  network Is 
mu l t i l eve l ,  consists of complex negative gates, and 
Is real ized In semlregular Welnberger-style gate 
matr ix layout. The logic mlnlmlzatlon method In- 
tended for  layout mlnlmlzatlon is described In th ls  
paper. 

I t  Is assumed In our s l l l con  compiler, that  
logic Is constructed of n-channel, po lys i l l con gate 
MOSFET ra t io less  complex gates, performing any 
negative function. By negative function we under- 
stand negation of pos l t lve  function, while pos l t lve  
function is any comblnatlon of AND and OR functors 

[ 1 ] .  Functions for  evaluation of c l r c u i t l s  petter- :  
mance parameters such as to ta l  area, area of gate 
oxide, and gate delay tlme are used. These func- 
t ions are defined In terms of basic technology and 
selected topology parameters. The method can be 
adapted to other technologies. 

2. OPTINIZATION PROGRAM 
2.1 Outl ine of the Program 

The program is Implemented In LISP 4.1 for 
CYBER 72 computer. The source network can Include 
AND, NAND, OR, NOR, NOT gates and pass t rans ls to rs .  
The I n i t i a l  phase of transformation applles s t ruc-  

turo lmprovlng transformations. Each  operator 
transforms the selected segment of the Ioglc net ~ 
work, that  matches l e f t  pattern of transformation 
ru le and f u l f i l l s  certa in condlt lons. The e f fec-  
t lveness of the transformation depends on the prop- 
er select lon of operators. The optlmlzatlon of the 
network Is performed In a frame of search In solu- 
t ion t rees,  known from A r t l f i c l a l  In te l l igence.  

The dep th - f i r s t  strategy wlth one successor Is 
applied In the program. I t  means that  for the last 
created node of the solut ion tree selected Is any 
one applicable operator, the same Is done for the 
successor node, etc. I f  there Is no appllcable 
operator to a solut ion t ree 's  node - the network 
corresponding to th ls  node Is subject to the 
transformations of another type, that  create com- 
plex gates. Next a backtrack In the solut lon tree 
Is done and the procedure Is I terated.  The cost of 
the network with complex gates Is calculated ac- 
cording to the cost functions derived In [3 ]  and 
[4 ] .  I f  th is  cost Is smaller than the minimum cost 
of the solut ions found un?ll now, then the actual 
network becomes the solut lon.  Else the solut ion 
remalns unchanged. 

To Ilml? memory occupation only the actual 
network as well as I ts  transformed parts are 
stored. To recreate the I n i t i a l  network, the In- 
verse operators are applied In backtracking mode 
(technlque known from AI languages l ike Micro- 
planner). 

2.2 Transforming Operators 
Typical graph of the network, that  Is scanned 

and processed by the operators, Includes usual ly 
two logic levels.  The goal of applying operators 
Is: 
- to maximize the amount of the t r e e - l l k e  segments 

wlth a l ternat ing connections of OR and AND gates, 
- decreaslng the number of gates, 
- decreaslng the number In Inputs or outputs from 

gates ( fan- ln and fan-out) .  
The set of selected operators should permit 

f o r  a rb i t ra ry  transformation of the logic network. 
A t  the same time the number of the operators should 
be I lmlted while else the optlmlzatlon time In -  
creases too fas t .  We considered th is  t rade-o f f  by 
select ing operators for  a set of pract ical  net- 
works. 

There Is cur rent ly  19 operators defined for  
networks without pass t rans is to rs ,  and add l t l ona l l y  
the same number for  networks with pass t rans is to rs .  
The operators are based on logic laws l ike  de 
Morgan's Theorem, and rules for sh l f t l ng  pass 
t rans is tors  around the network. The operators apply 
pattern matching In graphs, real ized wlth an ald of 
Lisp data structures.  The operators are general ly 
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operator Is so defined, that  successive appl lca- 
t lons of the operator and I ts  Inverse operator do 
not change the network. 

2.3. Optimization Algorithm 
The opt lmlzat lon process fol lows the given a l -  

gorithm: 
1. Read the data base. Assign I n i t i a l  network 

cost 0o. 
2. Find and store the applicable operators for 

the I n i t i a l  operator selected by the user in the 
i n i t i a l  node of the search t ree.  
3. I f  the selected operator cannot be applied 

(attempt of i ts  appl lcat ion f a i l )  then go to 20. 
4. Store th i s  operator and arguments for  Inverse 

operator In the new node of the t ree .  
5. Store th i s  node and a l l  applicable operators, 

that can fol low the selected operator. 
6. Actual node := new node. 
7. Select f i r s t  operator among those appl icable 

In the actual node of the solut ion t ree.  
8. I f  there Is no such operator, then go to 11. 
9. Delete the selected operator from the set of 

applicable operators for  the actual node. 
10. I f  selected operator can be applied (attempt 

succeeded) then go to 4, else go to 7. 
11. Store operators whose appl lcat lon leads to 

the actual node of the t ree.  
12. I f  the last  executed operator was an Inverse 

one then go to 18. 
13. Apply an algorithm, transforming the actual 

network into a network of complex gates. 
14. Calculate the cost of the solut ion with com- 

plex gates. 
15. I f  th i s  cost Is not less than the minimum 

cost, then go to 18. 
16. Store the last  solut ion as the minimum solu- 

t l on .  
17. I ts  c o s t i s  assigned as the minimum cost. 
18. Apply the operator inverse to the last  suc- 

cess fu l l y  applied forward operator. 
19. I f  t h i s  Is not the operator inverse to the in-  

I t l a l  o p e r a t o r ,  then go to 7. 
20. Select the f i r s t  operator among operators ap- 

p l i cab le  In the I n i t i a l  node of the t ree.  
21. I f  there is such an operator, then go to 3, 

else end. 
The effect iveness of the above algorithm depends 

on the select ion of operators possible for  appl lca- 
l i on  in the given node of the t ree.  The number of 
operators should be minimal, but we also want the 
quaslmintmal solut ion not to d i f f e r  much from the 
optimal one. Appl icat ion of operators whose ac- 
t ions on the same element mutually an ih l l a te  should 
also be avoided. There are cer ta in rules defined 
that  describe possible sequences of operators. 
These rules can be i n te rac t l ve l y  modified by the 
user for  cer ta in nodes depending on information 
about the c i r c u i t .  They can also be automatical ly 
modified while searching the t ree.  

2.4 Transformation of Network to the Form 
Realized In NOS Technology 

Af ter  appl icat ion of operators described in 
2.2, the network is optimized and ready for  the 
second stage of transformations. At t h i s  stage the 
complex gates are created and a l l  c i r c u i t  redundan- 
cies removed. The terminal network cannot include 
the pos l t ive  gates i . e . ,  those that  do not t e r -  
minate with the inver ter .  The gates are 
transformed in the sequence of t he i r  types: OR, 

AND, NOR, NAND, NOT, INPUT, OUTPUT, FET, where: IN-  
PUT Is the external Input signal to the network, 
OUTPUT Is the output signal from the network, and 
FET Is the pass t rans i s to r .  The above order 
resul ts from the fact  that  only pos i t i ve  gates, AND 
and OR, can be used to create complex gates .Thus, 
I f  a l l  pos i t i ve  gates have been used, there Is no 
p o s s l b i l l t y  of creating complex gates, which essen- 
t i a l l y  s imp l i f i es  fur ther  transformations of the 
network to the form real ized in NOS technology. 

The transformation of the given networkVs seg- 
ment consists of checking the d i rec t  ancestors and 
successors of each gate, and transformation of t h i s  
gate according to the Information thus obtained. 
For instance, the OR gate can be e i ther  transformed 
to the complex gate (such as when gate leads i t s  
output only to AND or NAND gate) or to the negative 
gate (such as when Jolning to an inver te r ) .  The 
most of the possible var iants of transformation ex- 
Is is  for  gates OR and AND, as well as for NOT and 
FET. For the second group, a large number of 
transformations resu l t  from the necessity of remov- 
Ing ser ia l  or para l le l  connections of lnverters (or 
pass t rans is tors  of the same phase). Such s i tua -  
t lons are possible when, for  Instance, creat ing 
negative gates also creates addlt ional NOT gates. 
I t  can also happen that  because of too extensive 
r es t r l c t i on  of the appl icable operators in the 
given t ree ls  node the discussed opt imizat ion algo- 
rlthm has not removed the ser ia l  connection of NOT 
gates [ 3 ] .  

2.5. Cost of Complex Logic Gate 
The cost functions require only the data known 

on the basis of the logic c i r c u l t  and technological 
parameters assumed by the designer. The to ta l  cost 
of the complex logic gate Is a weighted sum of to -  
ta l  area cost,  gate oxide area cost, and gate delay 
cost. The functions applied for  evaluating the to -  
ta l  area are based on typ ica l  gate layouts s lm i l a r  
to C1~, with design rules from E2~. 

3.CONCLUSION 
The presented program can be applled for  op- 

t im iza t ion  of networks of hundreds of gates. Larger 
networks require higher processing time but the 
approach is amenable to para l le l  processors. The 
cost functlon and operators can be exchanged for  
opt lmizat lon In new technologies and for  conver- 
sion among technologies ( for  Instance TTL to CNOS). 
More detal led descrlpt ion of the approach can be 
found In [3,4~. 
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