


PLAN OF EVOLVABLE AND LEARNING

HARDWARE LECTURES

SigEIeVYEIES thelDEC-PERLE-1 board.

— Progjreinlnnliele d@ing environment for DEC-PERLE/XILINX.

— IWeraiierent ce _cgpts off designing Learning Hardware using
e DECERERIFE=I hoard.

4 Compén_re l@gic versus ANNfand GA approaches to learning.

IRiredWICE! the concept of Learning Hardware

VIEtiieads of 'nowledge representation in the

We are variants of Cube Calculus.

here A general-purpose computer with instructions specialized to
operaterenioegic data: Cube Calculus Machine.

Variants of cube calculus - arithmetics for combinatorial
problems

Our approach to Cube Calculus Machine
A processor for only one application:



CUBE
CALCULUS =14
SIIE]
rsursss1) Il oS



STANDARD BINARY CUBE CALCULUS

CRREIESERISHeIE NCIRERTIS 2S) CUBES Where the state of each
NN clig) ENSESIECT]] '

— IESTHVENE)S

— NECEUVENO))

S nen-existineNEreett care) (X),
OFF CoNABIGIONY (= - )

Each oiif thesessymels is encoded in.  positional notation

with two bits as follows: 1 = 01, 0 = 10, X = 11, =100

fior cube OX1 is 10-11-01.

Each position represents a state ofi the variable by the presence
of "one" In it: left bit - value O, right bit - value 1.

This presents simple reduction to set-theoretical
representations



STANDARD BINARY CUBE CALCULUS

= A cube can represent :
= L ordeluct, 2 s,
SR SEIROIRSYIMIEWYACOETNICIENLS O aisymmetric function,

- a spPeEC! IMPGILIE: IIJFJQEJJQ,
- or EIEIRPIECENOT dataienaviichr seme symbol-manipulation (usually set-
NEOIELC)FOPEELONSIANETEXECULET.
U‘IJEI_JJy LI CUERCOIIESInNAS to) a of literals.
(el H=EsslimEN the fellowing order of binary variables: age , sex
and colol —of_hair.

Asslime alsertiat the discretization of variable age
IS:age = O for persenfsiage < 18 and age = 1 otherwise

are encoded by value 0 of attribute sex and women by value 1.
color_of_hair is Ofor black and 1 for blond.

A IS denoted by 110 and a black-hair seven-years
old person of unknown sex is described by cube 0X1.

IS the set of all possible people for the selected set of attribute
variables and their




STANDARD BINARY CUBE CALCULUS (3)

= Two-dimensional re gix IS just a set of cubes

WHENENMERSNNECHNEROPEIEON IS Implicitly understood as:
— O for SOP: .
— EAGRNOINESOFS | b
= terztor) fof e SPEC trum,

=0 IIStanceResSUng each cube corresponding to AND
OpEratoanustEr@R BEING me connecting operator;
thelist JOXISAMIORAIS the SOF which represents the above mentioned
two people (or a set ofi all people with these properties).
Multi-valued and integer data can be with
In this representation,

so that next all operations are executed (we use this model in
the decomposition machine)



STANDARD BINARY CUBE CALCULUS (4)

“PEGINISIENECENIRIERENVETE tiiree age categories,
youneINrEditimand old, they can be encoded as
VelNESHOMRENER2R 0 tiie) ternary Variable ;
/IESPEL UVEINE - |

Veriahle agercolid be next represented in hardware

as palireiVverianlesfage, 1 and age_2, where

RSl — O 2 = 10,
thus encodings:
young = {age_1} {age_2},
medium = {age 1} {age 2},
old =age 1 {age 2}.




MULTI-VALUED CUBE CALCULUS (MVCC)

= | h@,@‘nent gitthe set Is represented by a single
oIt, WRICHNIEKES his [epresentation not efficient for
large sets ofi Values.

In the alboeve example we could have for instance a
5-valued variable age for five age categories, and a
guaternary variable color of hair

Each position of a variable corresponds to Its
possible value.



MULTI-VALUED CUBE CALCULUS (MVCC)

EOINB IR IBOO0R 00100, describes a 7-year old boy with

ozl plellr

11515 2\l 2ol g 2 minterm cube, i.e. with single values in

orl Velflelgle -

D0 HKHKIG0deSCHBES groL p G 1 of people, men and

WEIMER; thaREEseIber Inf second or In third age category and
a\ve eﬂ+ sBnd or black hair

T al]
ele

This is an examplerera cube that is not a minterm.

100000-00-1000"describes a first-category-of-age person with
blend halnfwherhas seme conflicting information in. sex
attribute, for instance a missing value (this is also how
contradictions are signalized during cube calculus calculations).

The hardware operations in MVCC are done directly on such MV
variable cubes so that the separate encoding to binary variables
IS not necessary.



GENERALIZED MV CUBE CALCULUS

because mere interpretations can be given to
cubes

This calculus has more , but
the respective hardware processors are much



SIMPLIFIED BINARY CUBE CALCULUS

“PANSTIISEIREINEE IROPERRLES only on minterms .
“NiNyasrapplicatenin decomposition of functions.
MilstErmsicanveroiidifferent dimensions.
‘e hardwearens much simplified: operations
clfe] _,Om SEL-tiEoretical
This i1s the'sin plie§t virtual machine
realizead by’ Us, so larger data can be processed
by It because mere of a machine can be fit to

the limited FPGA Array resources of DEC-
PERLE-1.




SIMPLIFIED MV CUBE CALCULUS

o J'r3 possible values is selected (which is denoted by a
omrlr/ rorle (sLicn) Els el Farsymbol corresponding to this value),

S ENAITEIIENS rmssmg (__WfJJCfJ 5| denoted by a selected symbol, X),
—OISIEREIJEIIENS contracl]btory @nouhner symbol, ).
USEaNeIrReUGHESEISN(Ravwiak) and varable-valued logic (Michalski).
. Jra# , aSSUMIERLO 2ge categories,

3 D =0 - 40 /el_rs
1=10- 19}y '
2 = 201- 29 years; etc,
and 3 hair categeries: 0 = blond, 1 = black, 2 = red,

=



SIMPLIFIED MV CUBE CALCULUS

“EENSHIENEYAIOVY Lo deserine In one cube
DEGRIENIEI BV Yed or black hair, which was
DESSIIENN l\/l.\@C'rfr GIVIVICC.

TS SimplifiicaeR of the language brings however
' DIg speealijgreifalgerthms and storage reduction
Whenrappliedsior data with many values of
attributes. |

The contrel ef algerithms becomes more
complicated, while the data path is simplified.




SPECTRAL REPRESENTATIONS

el CERREEERYINIERERRYIFand GRM spectra, Walsh

ifLiegl, Velrlotls ejgigle Wectra.

e *’I siieiNEprESentations are useful to represent data for
slelgliglaglss the seguence of spectral coefficients is a
chromoseme.

For instance, in; the Eixed-Polarity Reed-Muller (FPRM)
canonical AND/EXOR! fierms for n variables, every variable can
have two polarities, 0rand 1.

Thus there are 2" different polarities for a function and the GA
algorithm has to search for the polarity that has the minimum
number of ones in the chromosome.



SPECTRAL REPRESENTATIONS

“IISNEYREVEIYASEI HERNSICorect, and the fitness function is
LUsael anly to eVelleiigig fithe design (100% correctness

OIIERGICUIEISTRgEnETialivery difficult to achieve in GA.
THETEOIENONIREPIOZCHES T0; Ioglc synthesis based on GA are to
HaVe arepresenbaition that provides you with 10096
COrt ave the GA search only for net

This appreachiin es hewever a more difficult fitness function
to be calculated inrhardware than the pure GA or Genetic
Programming approaches.

Similarly, the other AND/EXOR canonical form called the
Generalized Reed-Muller form (GRM) has n 2i"-1+ binary
coefficients, so there are 2in 2°4{n-1: various GRM forms.



SPECTRAL REPRESENTATIONS

“NEECAUSENEreareNmiore GRM forms, It Is more
PrepIERONING asshiorter form among them
RGN g the ERRIVI forms.

B0 e Chremoesomes are much longer and the
eve L:#FJOH Simere difficult.

This kind ofi" 1 IS guite common in
spectrall representations.

Spectral methods allew for high degree of
parallelism.




ROUGH PARTITIONS AND

LABELED ROUGH PARTITIONS

4 r<owm Pelriitlons (r< mesﬁnted as Bit Sets (Luba).

SISNERESENaleNISterEs e two-dimensional table column-

WiseTsaneNIeiNo-Wise as VVCC does.
IRNEpaUteRREVERyAVariable (a column of a table) induces a
partitien GisIERSEL 6l WS (Cubes) to blocks, one block for
each valtertheNvananle can take (there are two blocks for a
pinany vaianienaned™ k blocks fier a k-valued variable).

Rough Partitiens are a good Iidea but they don't really form a
representation off a function.

Since the values of a variable are not stored together with
partition blocks, the essential infermation on the function is lost
and the original data can not be recovered from It.

This I1s kind of an abstraction of a function, useful for instance
In various decomposition algorithms.




LABELED ROUGH PARTITIONS

“NANGENEIiZEONReIRRSAIIICH has very interesting
orogeriias cinlel cl oy tc@']d different kind of patterns
1) dﬁm -

It can beralseiade canonical, when created for special

CUbes.
Most of Its eperations are reduced to set-theoretical
operations, so hardware realization Is relatively easy.

Relations happen in tables created from real data-base
and features from images,for instance, MV relations
are benchmarks hayes, flarel, flare2 from Irvine



LABELED ROUGH PARTITIONS (2)

“PARREYIsIEReRcpeliceion  of relation in logic synthesis
ECNSIENTOUNIOES COUNtEN (& non-deterministic state
MECHIRENSHE Joecuhasu- L off multiple-valued, multi-
OULpERIElE) rJorv igat counts ini sequence sO -> sl -
=SSP -=1SENanl i the state SS' happens to be the
InbaiFsteteNeiFtie colinter, counter should transit to
any of the'staiess0,sd.,s2, but not to the state s3
itself.

Generalized values for Input variables are already
known from cube calculus but generalized values
for output variables are a new concept which
allows for representation and manipulation of relations
In LRP.
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- Simpified iveaoftneCubelEaEulugaGie

From host comptiter To host computer

V 1t
Input Reglstet Output
Ao [ Fi W) R
| IR
Mem oCU

P |

Global Control Unlt (GCU)

1!




CUBE CALCULUS MACHINE

slinfeuir designiuENCube Ca Miachine IS a coprocessor to the host
COMPULEIaIiENSIT; eaJ]zed as ' -

network of combingtional modules and cellular automata.

ILU is composed fromi ITs, each of them processes a single binary variable
or two values of a multi-valued variable.

Any even number of variables can be processed, and only size of the board
as well as bus limitations are the limits (it is the total of 32 values now,
which is at most 16 binary variables, 8 quaternary variables, or 4 8-valued
variables, or any mixture of even-valued variables).



Intiate

-

terminate

l instruction

i

l

Il




Control Unit

clear  requasi




- Details of
-0gic URiiei CCM _,

gxsiigle cell of Iterative
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HMENEURcEnriake therinput from register file
NONTIEMBIS ane Ganwrite output to the
EQISIEININERNLIE rﬁHnr iy, and the output

-1FOL

the e"" G
(OCL).

The Global Control Unit (GCU) controls
all parts of the CCM and let them work

together.



of operations from Table 3.

programming information. Each
be operation.

terms of:
ation type between input values,
lon type, and the internal state
llular automaton - before,active and

| -

» The operation name, notation, the output value of
(partial relation) function in every IT, (relation
type), the output values of , and

functions are listed from left to right.



elementary relation on

 This relation Is created by composing elementary
relations from ITs and variables.



- .

The Output Values of Bitwise Functions Used in Cube Operations

Operation Notation Relation Qutput Function

rel | and/or | before | active | after

crosslink Aw B 1110 1 0011 0111 0101
sharp A Fpasic B | 0010 0 0011 0010 0011
disjoint sharp | A #dpesic B | 0010 0 0011 0010 0001
CONsensus A *pgsic B | 1111 1 0001 0111 0001
Intersection An B - - 0001 - -
super cube AU D - - 0111 - -
prime A" B 0001 0 0011 0Lll -

cofactor A lpasic B 1011 1 0001 1111 -




SENTECHIRENSImICioprogrammable both in its OCU
CONOIFUIgIENOENL ('o/ 1139 o'f CCM Assembly Language)
ciplellg) Dztizel Peiig),
Ofeje)relnalnare iy

By creating| other binary patterns in the fields of Table
3, Nnew operations can be programmed to be executed
by ILU.

As the reader can appreciate, there are very many
such combinations, and thus CCM micro-operations.



s\VECalIFtgISseZontal data-path
MiCropeYiInming . ol

tical ontrol microprogramming
1 OCU (within ILU) and GCU (for
operations wi mories and 1/0).

# _
Thus, the user has many ways to (micro) program
sequences of elementary instructions.

This i1s done in CCM Assembly language.



— e —\ r /
EVvaluartlor.
“WECRCOMPENENE pErBImance of the CCM and that

SIRIENSEIYEENERPIGACH, @ program to execute the

ellg|Olnli shielr e ggieiife e arrays of cubes was
,,,,,, SiNg C‘afﬁuag 2,

En this progrenrand the CCM are used to solve the

je]]fe vmjorobler

(1) hreevearawlest problem: $1 \#$ (all minterm with 3

pInaRy Varanles).

(2) Four variables problem: $1 \#$ (all minterm with 4

dinary variables).

(3) Five variables problem: $1 \#$ (all minterm with 5
binary variables).

The C program is compiled by GNU C compiler version 2.7.2,
and is run on Sun Ultra5 workstation with 64MB real memory.

¢



Evaluation.

g QuickHDL software from

WESSImUI et ‘{e V‘HJ_ nodel of CCM, got the
IUMPERCIRCIBEKS USED 101 selve the problem, then
Ce rle;gacJ taeruimne used by CCM using formula: clock

*$ clockepERnH: .

A clock of 1.58"WIHz (clock period: 750 ns) Is used as
the clock of the CCM.



'73_
Compare CCM (1.33 MHz) with software approach I

Problem | 3 variables 4 variables 5 variables
Ultrab 111 usec 268 usec 812 usec
CCM 546 x 0.75 [ 1285 x Q.75 3405 x 0.75

= 409 usec | = 963.75 usec | = 2553.75 usec

speedup 0.27 0.28 0.32




Evaluatlon

able that our CCM Is
'than the software

“the CPU ofi Sun Ultra5
izl O"MHz, which is 206 times
faster thai lock of the CCM.

Therefore, we:still' can say that the design of
the CCMiis very: efficient for cube calculus
operations.




Eval_uation.

m [icllso can) o gNiem flable that the more
Velflelgles ine i CUIBES have, the more
Silicient e CCNVi

rmJ S dUENtopthe software approach need to

rrmnrolur one loop for each variable that
IS presentediprtne Input cubes.



of 750ns IS too slow.

=GN iEsdiagiamiof the GCU, It can be found
ipleliigle ¢ I/J'jf MpLy. carry path and

them wercal spm the clock of the whole CCM.

This Is very easy. te achieve: for example, the state P2
of GCU needs more time for the delay of counter

carry path, so add' two more states in series between
states P2 and P3.



¢j el preJ_@s:‘\'}vhJ himeans that the CCM
2SISICIGCKMPENOES Lo evaluate signal prel res
1 state P2ianter adding two more " delay”

a

After making similar modifications to all these
kind ofi states;, the CCM can run against a clock
of 4 Mhz (clock period of 250 ns).



57
COMPARE CCM (4MHZ) WITH SOFTWARE APPROACH I

Problem 3 variables 4 variables 5 variables
Ultra5 111 usec 268 usec 812 usec
CCM 611 < 0.25 1486 x 0.25 | 4078 x 0.25

= 152.75 usec | = 371.5 usec | = 1019.5 usec

speedup 0.72 0.72 0.80




Evaluation.

Increase the clock

u Ll this mapping

| a1 paths like

”br/ 0)ek ave delays greater
1I50MS .




RESULTS OF COMPARISON

CANCESTORNIEEREEY RaceIfplex control unit and complex
e pEINENPINIPRENGI the architecture of the DEC-PERLE-1
9uzifcl,

| |t CENIERSEEN rrqw Jﬂ CeVIimapping that since a lot of
SignalsTmistgerthreioh multiple FPGA chips, this leads to
(0] (¢ ?"T@f Lzl claley/s
E@r INStaRCENIRWEcanr connect the memory banks and the
registers direcuyatnen the memory path has a delay of only 35
ns. But eUr current memory path has a delay of 160 ns.

Another issue Is that XC3090 FPGA is kind of ~ old"” now (6 to 8
years old technoelegy):

The latest FPGAs from Xilinx or other vendors have more
powerful CLBs and more routing resource, and they are made
using deep sub-micron process technology.



POSSIBLE IMPROVENMEN
s Welgalnle)iirie 2nilienee)y) ]fJS]d@ ane FPGA chip would speedup
irlg CeYl:

Jr WENIERERLIENEEVIN L @FPGA chip, the signals do not
glged) to) e iflfo) Jrﬁrrﬂﬂ]oJe again, which means the

~

OULMERCEIZVASHEAUCEC.

INCE wevv =REAYChIP has more pewerful CLBs and routing
resourceWeNecan map tihe CEM denser. This also reduces the
reuting _
Since new!EPGA chips; are made using deep sub-micron
technology, the delay of CLB and routing wires are both
reduced.

For example, the delay of the CLB of XC3090A is 4.5 ns while

the delay of CLB of XC4085XL (0.35 micron technology) Is only
1.2 ns. This means that it is very easy to achieve 3 times

faster mapping.



NEW FPGA CHIPS FOR NEW VERSION

1t . puldNIBLNE difficult to run the CCM
against a cleek ofi 20 MiHz (clock period: 50 ns).

Thismeans; that our CCM will be about 4 times
faster than the soeftware approach while the
system clock of the CCM is still 5 times slower
than that of the workstation.



CONCLUSIONS

“PEHRCIpIESIEINEEAIMINENSEIdWare as a competing
0 0fgzln) [0 EVO)VElg))E I@dware, and also as Its
generalization.
DateViiENmachines.

'vwl gujcaViachine with several virtual

5id goed medium to prototype such
machlnes, its XC3090A chip Is now obsolete.

This can be much impreved by using XC4085XL FPGA
and redesigning the board.

Massively parallel architectures such as CBM based on
Xilinx series 6000 chips will allow even higher
speedups.



