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ABSTRACT
This document defines a set of evaluation criteria and test methods for speech recognition systems used in vehicles. FONIX product was found the easiest and quickest system to develop speech recognition software, available on the market today. The evaluation of this product in vehicle, noisy environments, and accuracy and suitability of control under various conditions are also included in this document for the testing purposes. The effects of engine noise, interference by turbulent air outside the car, interference by the sounds from the car’s radio/entertainment, and interference by the sounds of the car’s windshield wipers are all considered separately. Recognition accuracy was compared using a variety of different road routines, noisy environments and languages. Testing in “ideal” non-noisy environment of a quiet room has been also performed for comparison.
INTRODUCTION
In this report we concentrate on the speech recognition programs that are human-computer interactive. When software evaluators observe humans testing such software programs, they gain valuable insights into technological problems and barriers that they may never witness otherwise. Testing speech recognition products for universal usability is an important step before considering the product to be a viable solution for its customers later. This document concerns Speech Recognition accuracy in the automobile, which is a critical factor in the development of hands-free human-machine interactive devices. There are two separate issues that we want to test: word recognition accuracy and software friendliness. Major factors that impede recognition accuracy in the automobile include noise sources such as tires and wind noise while the vehicle is in motion, engine noise, noises produced by the car radio/entertainment systems, fans, windshield wipers, horn, turn signals, heater, A/C, temperature sets, cruise control speed setting, headlight, emergency flashers, and others listed below.
But, what is speech recognition?

Speech recognition works like this. You speak into a microphone and the computer transforms the sound of your words into text to be used by your word processor or other applications available on your computer. The computer may repeat what you just said or it may give you a prompt for what you are expected to say next. This is the central promise of interactive speech recognition. Early speech recognition programs made you speak in staccato fashion, insisting that you leave a gap between every two words. You also had to correct any errors virtually as soon as they happened, which means that you had to concentrate so hard on the software that you often forgot what you were trying to say.

The new voice recognition systems are certainly much easier to use. You can speak at a normal pace without leaving distinct pauses between words. However, you cannot really use “natural speech” as claimed by the manufacturers. You must speak clearly, as you do when you speak to a Dictaphone or when you leave someone a telephone message. Remember, the computer is relying solely on your spoken words. It cannot interpret your tone or inflection, and it cannot interpret your gestures and facial expressions, which are part of everyday human communication. Some of the systems also look at whole phrases, not just the individual words you speak. They try to get information from the context of your speech, to help work out the correct interpretation. This is how they can (sometimes) work out what you mean when there are several words that sound similar (such as “to,” “too” and “two”.) [1]
There are several speech recognition software programs available on the market now. These included Dragon Naturally Speaking [6], IBM ViaVoice Millenium Pro [7], Philips FreeSpeech [8] and Fonix Embedded Speech [9] from Fonix Company.
Unfortunately, with other speech recognition products, you cannot just start speaking into the microphone. There are some preliminaries. Every person’s voice is different, so the systems need information about the way you speak before they turn you loose on the task of dictation. This is called “Training.” You are asked by the systems to read some sentences and letters (in Philips FreeSpeech) or some more interesting extracts from books (in Dragon Naturally Speaking and IBM Via Voice Millenium). This process is not required in Fonix Embedded Speech. This process takes as little as 5 minutes (Dragon Nuturally Speaking) or 10 minutes (IBM Via Voice Millenium), up to 45 minutes (Philips FreeSpeech) and 0 minutes (Fonix Embedded Speech).
Overall, to me the Fonix Embedded Speech was the easiest and quickest to set up base on the facts listed in its attractive specification and benefits [11]. IBM ViaVoice Millenium was not far behind [10], and probably had better introductory resources such as a video on CD. However the training process was at times frustrating, as the marking of errors seemed to lag considerably behind the user’s speech. This seems to cause the program to identify multiple errors and slowed the process down. 
All the products have online help available on their websites. The Fonix Embedded Speech product also has the introductory training resources available online for software developers who want to learn about the software before they decide to purchase it [11]. 
The goal of this project is to define a set of evaluation criteria and test methods for the interactive voice recognition systems such as the Fonix product used in vehicles. Also, it can be found in the list of the details of testing requirements below.
DETAILS OF TESTING REQUIREMENTS
1. Define a set of evaluation criteria and test methods for the interactive voice recognition systems when used in a vehicle (automobile with radio turned “on”, for example). The evaluator will need to think about what are those factors affecting the quality of speech recognition.

2. Evaluation of the selected system (FONIX) in these environments.

Accuracy under various conditions


Environmental


Speaker


Speaker location in vehicle

Suitability for control of:


Entertainment Systems (Radio, CD, etc)


Environmental Controls (Heater, AC, Temperature Set, etc)


Critical Controls 
             (Cruise Control Speed Setting, Headlight, emergency flashers, etc)
Noise environment


Train station and busy commute streets

Siren sounds from emergency vehicles

Evaluator will need to select and test various words for each.

PRODUCT EVALUATION
The selected system (Fonix Embedded Speech) was chosen for this test of accuracy in automobiles because it is found the easiest and quickest system available on the market today for software developers to build a speech recognition application and for the end-users to use it [14]. Five adults with five different accents were involved in the tests (1 English-speaking man, 1 Indian-speaking man, 1 Chinese-speaking woman, 1 French-speaking woman and 1 Vietnamese-speaking man). The purpose of having these people to test the software is to see how well the software performances in different voices. Hewlett-Packard Pavilion zt1145 notebook was used to test the product (P-III 1.2 GHz, 512 MB RAM). 
The testers varied in the sequence in which they performed the tests. This will help to get different results each time the testers speak. Most of the tests that were conducted at night times, in cold weather, or outside were completed by the author of this document, the Vietnamese-speaking tester. The Andrea Array DA-400Microphone from Andreaelectronics.com was used to test the product in the car. The DA-400 is a directional microphone that rejects sound coming from the rear or side. The optimum distance from the microphone to the tester is 18 inches [13], so it is perfect to place the microphone on the driver’s visor or on the dash at front of the driver so his or her voice can be picked up accurately. I have built several small test programs in different categories (such as ordering pizzas, cat and dog, map directions and phone dialer) with various words (approximately from 20-100 words), using the Fonix Embedded Speech software. The direction2 program (quite a difficult one, with total of over 100 words, numbers and commands) was then used and scored for errors. At the first test, the testers forgot that they need to speak slower than their normal speaking speeds while testing the software, therefore we ended up having some errors that was the software could not detect their commands or sentences. I then corrected the errors from the first test by having the testers speak slower, change their tones or change the environment, and then did a second test. Each tester uttered a set of programs with different words each time at three speed limits: 0 (with engine idling), 30 and 50 M.P.H., and the following six conditions in the vehicles: 
· Baseline (windows up, fans, radio, and windshield wipers off)

· Driver’s window down
· Fans on (first heater on and then A/C on)

· Radio/Entertainment system on

· Windshield wipers on

· Cruise control speed setting on

The testers in turn used the following programs to test the product. For the purpose of this document, the name of each program will be named by numbers.

Samples               Name in this report                  Examples of Spoken Narrative

Dialer                         Program 1                         Hello! What number would you like to dial? Is that number

                                                                             correct? Dialing. Thank you for using our Dialer software.

Cat and Dog               Program 2                         Hello! Would you like to tell me about your favorite               

                                                                             animal? Now, please tell me about your favorite animal. Is 

                                                                             your animal a ___ ? So, now I know your favorite animal 

                                                                             is__. Thank you for using our Cat and Dog software (The 

                                                                             blanks are the place for the software to repeat the words 

                                                                             of animals that you have just spoken).
Order pizza                 Program 3                         Hello! What order number would you like? Is order 

                                                                             Number ___ correct? Please give us 15 minutes to prepare 

                                                                             Your pizza for you. Thank you for using our Order Pizza 

                                                                             Software. (The blank is the place for the software to 

                                                                             repeat the numbers or words that you just spoken).
Direction1                   Program 4                         Hello! What is your destination? Is ___ correct? What is 

                                                                              your origin? Is ___ correct? The direction from ___ to 

                                                                              ___ is ___. Would you like to get another direction or 

                                                                              cancel?. Thank you for using our Direction software. ( 

                                                                              The blanks are the place for the software to repeat what  

                                                                              you just have spoken and what it is suppose to say for  

                                                                              the direction).

Direction2                   Program 5                         Do exactly like the Direction1 software. The only        

                                                                              differences is that users can use the unlimited words  

                                                                              feature of the software to make their choices for origins 
                                                                              and destinations.

The purpose of these programs is to test the software product on various words of choices. The intention is to count how many words the software product can recognize from the users, and how this number changes when the software operates in different environments. Please see table above for words and commands have been used in the programs to test the system.
Each of the programs that I developed had been used 10 times by each of my testers to test the Fonix product. Each time was at different locations and environments and it repeated again until the Fonix product has tested in every possibility circumstances. The error average then was calculated by taking the mean of the total test runs for this report.
OUTCOMES
1. Mistakes made by human and the system
The training process improves the accuracy of the speech recognition systems quite quickly if the end-users or the software developers take the time to correct mistakes. This is important. The voice model created after your ‘enrollment’ is constantly changed and updated as you correct misinterpretations made by the systems. This is how the programs “learn”. If you do this properly then the accuracy you obtain will improve. If you don’t, the accuracy will deteriorate. [4]
There are three types of corrections you need to make when you are modifying text. 

The first is when you cough or get tongue-tied, and the word comes out nothing like what you intended. The Speech Recognition systems make an honest (if not sometimes humorous) attempt to translate your jumble. The systems always repeat the word you just said; therefore this is also the way to detect errors from the systems. The solution to fix errors is to select the word and then say the word again properly in place of the mistake, or just delete the word and start over. [3]
The second circumstance is when you simply change your mind. You said “this” but you now want to say “therefore.” You can make these changes any time because the Speech Recognition systems have not made a mistake. You simply change the word (by typing or by voice). 

In both of these first two cases, the Speech Recognition software has not made a mistake. In the third type of correction the software gets it wrong. If you say “this” and the system interpreted the word as “dish,” then you need to go through a correction procedure to enable the system to learn from its mistake. You cannot just backspace and try again, tempting though that might be. 
Why is this? The reason is that modern Speech Recognition is not based on individual words, but on small sounds within the words. Information gained about the way you say “th” will be generalized to other words with a “th.” Thus if the system misinterprets the word “this,” it does not mean the error is restricted to that one word. If you do not correct the error, other “th” words might be affected. If you do correct the error, then the new information is also spread to other words, improving accuracy. Your voice model will always be getting better or worse. This is something to think through thoroughly.

In each of the programs that have been mentioned above except the Fonix Embedded Speech, once you enter the correction process you are offered a list of alternatives in a correction window. If the word you said is in the list, you simply select the number next to it (by mouse or voice). If it is not there, you spell the word by keyboard or voice. New words are added to the active vocabulary automatically. You are automatically asked to train the new word in IBM Via Voice Speech; it is an option in Dragon Naturally Speaking and Philips FreeSpeech. If you are dictating a word that is unlikely to be in the program’s vocabulary, you can enter a spell mode and spell the word out. This feature is available in all of the programs.

Because Fonix Embedded Speech program does not require the training process, it is not mentioned here. Of the other systems, I have found IBM Via Voice Speech had the best correction system. 
The types of mistakes made by Fonix Embedded Speech program are quite interesting. In my tests the program nearly always got words like “erroneously” or “spokesperson” correct. These larger words are distinctive and therefore easier for the system to recognize. But it had problems distinguishing “or” and “all,” and it nearly always interpreted “or ordered” as just “ordered,” perhaps assuming a stutter at the start of the word. I was disappointed that in very few tests was the phrase “two invoices” interpreted correctly, in spite of the plural noun. I almost always got “to invoices.” This also tells the users to pronounce word (s) correctly or the system will always end up with the error all the time.
2) Baseline (windows up, fans, radio/entertainment system, and windshield wipers off)
Since the goal for collecting the data was to make it as realistic as possible, the testing conditions were somewhat variable and reflected what an untrained population of testers or circumstances might produce. For instance, I had to pre-recorded the siren sound of emergency vehicles such as police vehicles/fire truck/ambulance, saved onto a VHS tape, make several duplications and play them in a closed door room with the volume on loud enough to make it sound like an emergency vehicle running by, instead of sitting in a car for hours to wait for the emergency vehicle to run by. Doing it this way not only saved me time to test the Fonix product but also provided more accuracy for the results. From my experience, it is also not enough time to test the software product if we are lucky enough to catch the emergency vehicle running by. It takes only 2-3 seconds for the emergency vehicle to run away, but it takes a lot longer than 2-3 seconds to test the Fonix product.

With the windows up, fans, radio, and windshield wipers off, we had an almost quiet environment inside the car at 0 M.P.H. (the engine idling). Each tester took turn to test the Fonix product with several different programs that were listed above with the engine is running in the background. The noise coming from the engine at first bothered the programs when we used the built-in microphone on the notebook. However, the errors were reduced to almost minimal when we plugged the Array Microphone back in. The errors this time were caused by the accents of the testers only. Below are the graphs to demonstrate the errors I noted with and without the Array Microphone. The errors on the graphs were the average of the number of testing the programs.
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Figure1. With Array Microphone vs. Without Array Microphone. The car was parked and the engine was running. Five programs (dialer, cat and dog, order pizza, direction1, and direction2) were used to obtain the number of errors made by those five different language speakers. The error percentage between using the Array Microphone and not using the Array Microphone in the baseline condition while the car is not running was approximately 60 %.
I then decided to have my testers test the product while the car was running at two different speeds, 30 and 55 M.P.H., with the same baseline conditions since these are the standard speed on streets in United States. The built-in microphone on the notebook was useless this time again because the notebook was placed too far away from the tester, who was behind the wheel. The noise from the engine was louder and the testers (also the drivers) had to pay attention to the road so we decided to use the Array Microphone from now on to test the Fonix product only. With the Array Microphone located on the driver’s visor, we were quite surprised with the results that we obtained after several sequences of testing. The error percentage was very low, under 20 % compared to what I was predicting before we made the tests. However, we had to turn the volume of microphone on the notebook up while we were driving on freeways at 55 M.P.H.; this was due to the noise coming from the tires under the car as well as the noise from the engine. Despite this, I was very pleased with the results.

The car’s entertainment system was an issue when we tried to turn its volume to the maximum level. We hardly heard each other talking, and to test the product we had to put the Array Microphone very close to the testers’ mouths in order to have the microphone detects their words. The product could not response back because almost nobody could say anything clear enough while they screamed into the microphone and the music was playing loudly in the background. This was just our experiment to see how the Fonix product reacts in a circumstance like that. However in reality, no one would try to use the Speech Recognition devices with their entertainment system turned on maximum. If anyone intends to try it, the only outcome that they will get is the failure to use the device or program.
Other than that, we had no problem testing the product with the volume of the entertainment system at its normal level. For our curiosity, we even rolled the window on the driver side down and left the music playing in the background. This combination of noises did not make a big effect on our testing results. The testers only had to speak their commands and words a little bit louder than their normal speech.
3) Driver’s window down (noises from streets, tires, and other vehicles)
With the window on the driver side rolled down, we had completely different results for our test process. Not only the noises from tires and engine bothered the software, the noise from streets and from other vehicles running by really did trouble the software. The volume of the microphone on the notebook had to be turned up almost to maximum and the testers almost screamed their responses and commands in order to test the software when we were on freeways. Sometimes, we found it impossible to test the product, especially at busiest commute times of the day. However, we had fewer disturbances when we were on city streets or at night even on freeways when the streets were not crowded and the freeways were empty. 

To eliminate the problems we had on the freeways during daylight, I used the tape of the siren sounds from emergency vehicles and played them in a closed door room to get more accurate results as mentioned above. Also, with the same technique, I created a noisy scene in the same location exactly like we found on streets at busiest commute times where all kind of noises existed. Due to these “creative techniques”, my testers and I did not have to spend time outside but just being inside the closed door room and we still could obtain the same results with even more accuracy. The graphs below show the error percentage obtained from testing the Fonix product in the car with window on driver side rolled down in daylight versus at night. The car was in motion at speed of 30 and 55 M.P.H. at various different locations in the environment. The error percentages were the average of the number of testing the products.
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Figure2. Daylight time vs. night time. The car was driven at 30 and 55 M.P.H speeds on different roads and freeways. The same programs had been used in these conditions. The noise in daylight time at busiest commute time has created in a closed door room with the same quality as it was outside on streets and freeways.
4) Environmental Controls (Fans, Heater, A/C, and Windshield wipers on)

We had two sets of testing in this category. The software product was tested when the heater or A/C were on, then it was tested with the windshield wipers on and the water hose pouring water on the car heavily enough to make it seem like it is raining outside. 
First, the noises obtained with the heater on were the noises coming from the fans and the engine. We did not have any problems testing the product while the engine was idling. Only few problems arose when the car was in motion. The noises from the fans and the engine when the car was in motion caused a very small number of problems. My wild guess was; my testers will cause most problems this time. They will be distracted by the temperature and the noise from the fans in the car. Therefore, sometimes they could not hear the questions the programs asked and they often will forget what they need to say in response as well. 
What happened just like what I predicted above because the result was quite different when we turned the heater off and turned the A/C on. With the same type of noise coming from the fans and the engine, but the temperature in the car cooler, and my testers were a lot calmed. They did not make the same mistakes that they made when the heater was on. This confirmed my predication. Thus, the noises from the fans when the heater or A/C turned on do not affect the performance of the system at all. Only the temperature in the car when the heater is on makes minor problems for the drivers.
Secondly, we sprayed water from a hose onto the windshield of the car and turned the wipers on to create a scene similar to rain on the outside. We placed the microphone on the dash near to the windshield to see if noise coming from the windshield wipers does or does not affect the performance of the Fonix product or not. It turned out the Array Microphone was really a best choice to purchase to use with the Fonix product. My testers did not have to raise their voices while testing the software product because of the noise of the wipers. This proved that the noises of water pouring heavily on the windshield and the noise of the wipers did not affect the performance of the product at all. 
Below are the graphs containing the error percentages I obtained from both sets of testing; the testing set with heater and A/C turned on and the testing set with water pouring heavily on the windshield and the wipers turned on.
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Figure3. Heater and A/C turned on in a car (in turn) vs. Water pouring on windshield and the wipers on. The error numbers on the graph on the left were the average of how many times my testers made mistakes while testing the product with the heater and the A/C turned on in turn. In  contrast, the error numbers on the graph on the right were an approximation of how many times my testers made mistakes while testing the product with the windshield wipers on and the water being poured heavily onto the windshield.
5) Critical Controls (Cruise Control Speed Setting, Emergency lights, Headlights, variety of different speeds and location of speakers )
I had my testers operate the car normally while testing the product at the same time. That is they used signal lights to change lanes, they used the cruise control speed settings, they adjusted the reflector mirrors, they drove at different speeds and they even turned the lights in the car on to pretend that they wanted to look for something on the passenger seat. The noise from the emergency lights when they were turned on really did not have any affect on the performance of the product at all nor did the cruise control speed settings and the variety of different speeds. Moreover, we were very pleased with the results that we got from testing the product in this category. This was the most enjoyable set of tests that we had from the beginning.

Additionally, the product was tested under very cold temperatures (30 Fahrenheit degree outside) and very warm temperatures (70 Fahrenheit degree inside the car). In both conditions, I did not see any big problems caused by the product. The only problems that I recorded were caused by the testers, especially when it was too warm inside the car.
The location of speakers was mostly on the passengers’ seat, because of the limitation of the wire of the microphone connected to the notebook. The testers did not have any trouble hearing the programs and with this result, it would be a lot better if they can hear the programs from the built-in speakers in the car.
Errors
Table 2 presents the amount of errors committed by each tester during each testing process as observed by me.

Table 2 – Errors Committed by Users During Each Exercise.

Description of Exercise                        Tester 1          Tester 2          Tester 3          Tester4          Tester 5

Complete New User Setup                         3                      2                      2                      3                      3

Complete Enrollment/Training                  2                      1                      6                      1                      1

Dictate Three Samples, Three Times         3                      6                      2                      4                      2

Total Errors                                              8                      9                      10                    8                       6
Table 3 depicts the accuracy rate of each sample. Each tester uses the sample to test the software three times and the software product responded back in the patterns that were preset. This purpose is just to see in a short time, how many errors these testers would make. I then compared the original text with the transcribed text and calculated the number of errors. Words, sentences and digits made up each sample. Digits were not a concern. Each sample consist of a number of words, variables or digits: Sample One had an unlimited set of digits, six words and fourteen characters; Sample Two had twelve digits, thirty words, and unlimited characters; Sample Three had fifty eight words, and unlimited characters; Sample Four had one hundred five words and unlimited digits; and Sample Five has unlimited words and unlimited digits. Only the first three samples have been used to test the product and the results conducted in the Table 3 below just to show the accuracy of the software product. The focus of this study was to measure the ability of the software product, and to use it in the automobile for communication purposes, therefore, accurate transcription of words and sentences is the most important variable.
The experiment with the same type of programs and testers was conducted in a quiet room where there is no type of noise absolutely. It was quite a pleasant experiment because the system could get almost every word that the testers said, if they said it clear and loud enough. At a time, the system could not response when I spoke words very little intentionally with the microphone placed about 10 feet away. Because there was almost no error produced in this experiment, therefore I have included no table to show here. 
Table 3 – Errors in Transcription of Samples.

Transcription Errors by

Sample                                            Tester 1      Tester 2      Tester 3      Tester 4      Tester 5      Accuracy

                                                                                                                                                             Rate for

                                                                                                                                                             Samples

Sample One (unlimited set of digits, six words and fourteen characters)
Transcription Errors Reading1             0                 2                   1                  0                 0                    93

Transcription Errors Reading 2            0                 2                   1                  1                 0                    91

Transcription Errors Reading 3            1                 2                   0                  0                 0                    93

Average Accuracy Rate

for User in Percent (%)                     96               78                 93                96              100                  93

Sample Two (twelve digits, thirty words, and unlimited characters)
Transcription Errors Reading 1            3                 12                  8                 10                2                    70

Transcription Errors Reading 2            6                 13                  9                   4                2                    70

Transcription Errors Reading 3            3                 10                  9                   2                1                    78

Average Accuracy Rate

for User in Percent (%)                     83                 51                62                 77               93                  73

Sample Three (fifty eight words, and unlimited characters)
Transcription Errors Reading 1            9                  12                  9                   7                2                    87

Transcription Errors Reading 2            5                  15                  6                   5                4                    88

Transcription Errors Reading 3            1                  15                  4                   6                2                    90
Average Accuracy Rate

for User in Percent (%)                     91                76                  89                 90               95                  88

The designers of Fonix Embeded Speech claim the average accuracy rate of the product is 97 % and above. This high rate of accuracy was established when the testers completed the entire enrollment process (training). As previously mentioned, time did not allow each tester to complete the entire enrollment process. However, even with only the first level of the enrollment completed the product scored some impressive accuracy rates.
Sample One set an average accuracy rate of 93% for the five testing testers. Sample Two did not fare as well. The voice quality of tester Number Two and Three may have played a part in reduction of accuracy of Sample Two. Tester Number Two’s voice was “boomy” and lacked “space” in between words. Tester Number Three had speech impediments and rounded off many consonants while speaking. Sample Three scored an accuracy rate of 88% with tester Number Two still scoring well below all testers in the group. Tester Number Five continually scored very high in all samples along with tester Number One. Not only was his voice mature and without any speech impediments, but because he is the author of the samples as well as this document. Because of this, I had more experience than other testers while using the samples during the testing process. Table 3 supports this fact. Sample One improved from 91% on the Second Reading to 93% on the Third Reading. Sample Two improved from 70% on the First Reading to 78% on the Third Reading. Sample Three improved on the First Reading from 87% to 90% on the Third Reading. Think aloud observation and posttest interviews offer a first person view of the testers’ experiences using the product. Posttest interview data for this usability study indicate testers had fun using Fonix Embeded Speech. Some testers were expecting the software to operate in one way and were surprised when the software operated in quite a different way.  For example, one test assumed the conversion to text would be instantaneous. From a technological standpoint, the conversion process may take a few seconds, but the ability to do a conversion in fractions of a second is unrealistic. Testers were not troubled with the complexity and the look of the user interface. Screen colors were easy on the eyes and the text was easy to read for all users.
Table 4 - Results of Post-Usability Evaluation Survey.
Testers: 1 2 3 4 5

This is a software evaluation questionnaire for Fonix Embeded Speech DDK.
Directions: Please fill in the leftmost circle if you strongly agree with the statement. Mark the next circle if you agree with the statement. Mark the middle circle if you are undecided. Mark the fourth circle if you disagree, and mark fifth or last circle if you strongly disagree with the statement.
                                                                                           Strongly   Agree   Undecided   Disagree   Strongly

                                                                                           Agree                                                         Disagree

1. I would recommend this software to my colleagues.          0              3             2                 0                0

2. The instructions and prompts are helpful.                           1              3             1                 0                0

3. Learning to use this software is difficult.                            0              0             3                 1                1

4. I sometimes do not know what to do next.                          0              2             1                 2                0

5. I enjoyed my session with this software.                             2              3             0                 0                0

6. I find the help information useful.                                       0              3             2                 0                0

7. It takes too long to learn the software commands.               0              0             1                4                 0

8. Working with this software is satisfying.                             0              1             3                 1                0

9. I feel in command of this software when I use it.                0              2             1                 2                0

10. I think this software is inconsistent.                                   0              0             1                 4                0

11. This software is awkward to use when I want to do

something that is not standard.                                                 0              2             2                 1                0

12. I can perform tasks in a straightforward manner using
this software.                                                                             0              3             2                 0                0

13. Using this software is frustrating.                                       0              0             1                 4                0

14. It is obvious that the software was designed with the
user’s needs in mind.                                                                 0              2             2                 1                0

15. At times, I have felt tense using this software.                   0               3             0                 2                0

16. Learning how to use new functions is difficult.                  0              0             3                 2                0

17. It is easy to make the software do exactly what you want.   0              2              3                 0              0

18. This software is awkward.                                                     0              0              0                 5              0

19. I have to look for assistance most times when I use this

software.                                                                                      0               1              1                3               0

20. The software has not always done what I was expecting.     1              1               1                2               0


Survey data presented in Table 4 also supports the posttest interview data. Testers agreed that the basic software operation and access to the enrollment process is straightforward and easy to perform. Three out of five testers would recommend the product to others, while two remain undecided. All testers indicated the software commands were troublesome at some point, and all testers agreed the software was not frustrating to use. [4]
Conclusion

The designers of Fonix Embedded Speech DDK make few assumptions with respect to their users. In my opinion, the software does an admirable job of addressing the usability needs of a wide audience. It is necessary to insure designers develop software products with universal usability in mind.
It is also my opinion that the Fonix Embedded Speech DDK designers created a generally solid software product that almost anyone can use with success. The software recorded and analyzed each test subject's voice successfully. Afterwards, each user could dictate and the PC transcribed the user’s dictation with relative accuracy. 
The voice to text transcription application is a proven feature of Fonix Embedded Speech DDK. However, using this software application as a communication device for automobile is yet unproven, at least on my opinion. First, I have not figured out a way to input external files into a program that needs storage for its data. As an example, in Samples Four and Five, the programs need to have places to store the origins and destinations input by the users so that the program can use it later on for the direction. Because of its lacking of features, I had to be creative and work my way around it to find another alternative to make the Samples work the way I wanted them to. Maybe I have been unable to figure out the best features of the software product yet and the features that I had looked are still hidden within the package somewhere. 
The built-in microphone on my notebook did not work well with the software product in noisy environments. The product needed assistance from the Array Microphone made by Andreaelectronic Company. Despite the size of the Array Microphone from Andreaelectronic Company, its performance is well beyond perfect. It could eliminate noise to minimal levels and helps a lot with the software product, especially when users want to use it in a very noisy environment such as a train station, freeway, nearby hospital, or busy commuter roads.
A suggestion for further research is to select users who actually would like to use Speech Recognition for their needs. This way, researchers could get a more accurate result list to make a better device for these people. Because the testers in this document did not have any intention to use Speech Recognition, at least for time being, for any of their purposes, the results of their opinions on the software product were very general and board. This would make a lot of improvement later if they decide to build a device based on the results of this document right away. 
Overall, the Fonix Embedded Speech DDK is one of the most substantial and easy to use programs on the market today. Software developers who have very little knowledge in programming languages would be able to use this software product without any frustration or hesitation.
Good solutions are now available for speech recognition. But the main variable now is – the user. If you are prepared to correct errors, so that your speech model will improve, then you will most likely benefit from increased accuracy. If you desire (or need) to use speech recognition, then your initiative will carry you through the early stages of training and lower results, where the faint-hearted will be tempted to give up. If you are prepared to discipline your speech, to give the speech systems a fair chance, then your results are likely to be rewarding. It all boils down to whether or not you really want to create text this way. If you do, then with some care in the selection of equipment, speech recognition is ready for you.
This usability evaluation is one small, yet important step in the process of verifying the value of computing technology, specifically speech recognition software, in improving current needs of the market today. This usability evaluation supports the software manufacturer claims that the software is easy to use and stipulates that whoever uses the product can become productive in a short period of time. If further evaluation and research support these claims, integration of speech recognition software into today is market should be seriously considered.
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