
CHAPTER 20
CONCLUSIONS AND FUTURE RESEARCH ISSUES
20.1. Conclusions versus future research.
The main goal of this book was to develop methodologies to build quantum oracles for Grover Algorithm for many practically interesting problems, especially in intelligent robotics. The previous chapters included some new ideas for future work that result from the ideas and methods of the book. There are also some other general ideas that are related to the subject of  the book, but were too general or too broad to be included in it. Therefore in this chapter we will discuss certain general approaches that result or are related to the research material presented in the book.
20.2. Open Problems and Future Research.
20.2.1. Efficient Simulation of Quantum Circuits, Computers and Robots.
Simulations using QUIDPRO and Matlab performed by us [Sazzad, Zhao] proved that small oracles that we designed using all methods developed here can be positively verified and that they are correct. We used also the new simulator QMDD [Miller]. This simulator allows simulating also multiple-valued quantum logic and larger circuits than QUIDPRO. We plan to add simulations on Matlab version available on CUDA, and we will develop simulation methodology.
20.2.2. How to design Quantum Oracles.

Another problem that we were solving is this: “how to design the oracles”. We   designed oracles both heuristically, by combining standard blocks and systematically using synthesis algorithms. 
The oracle design problem exists on many levels: 
1. designing oracles on level of logic blocks, 

2. conversion of non-reversible blocks to reversible, 

3. synthesis of blocks (circuits), 

4. synthesis of gates for circuits on level of their quantum realizable components, 

5. synthesis of small gates and components on level of quantum pulses for a given realization technology. 

Because the existing Quantum CAD software tools [ref, Miller, MMD] for reversible or quantum circuits  synthesis was not specialized to design oracles, we created software for exact and approximate solutions that is especially suited to solve CSP problems [ref, ref]. 

20.2.3. Evolutionary Darwinian algorithms versus Evolution of Quantum States
As discussed in the book, one of our methods to solve combinatorial problems was evolutionary computing. A question may arise: “is some form of GA a good approach to solve combinatorial problems using quantum computers?”  Let us first observe that natural systems are extremely well adapted to their environments. In a sense, the systems result from their environments.  It is found in Nature that the structure of all organisms has been designed to provide the capability of solving a multitude of complex problems for both survival and growth, through instinctual, experiential, and intellectual means.  Over the millennia, it is these capabilities that have proven an effective method of sustaining the existence and the propagation of natural organisms.  Even as environmental conditions change, it is the continuous adaptation process of natural organisms adjusting to their environment, through evolutionary processes, which sustains life.  As Nature itself has proven its development of robust system design, we decided to use the biologically inspired evolutionary processes in the book, as a part of our quantum approach to solve combinatorial problems of robotics and also to design quantum circuits. In the process of learning and experimenting, we found that other approaches are possible, but GA was a good starting point. Further research should emphasize designing quantum equivalents of well known evolutionary, SWARM and other biologically inspired algorithms.

 Use of GA leads also to some philosophical questions. 
It remains an interesting and fundamental question if the quantum-mechanical search, which is used by Nature to solve physics problems, is also used by Nature in the living organisms for optimization and “problem-solving”. Positive answer would be a great discovery but would be not surprising in the light of a common belief that Nature uses “Genetic Algorithm” to improve species [Drechsler93, Dill97, DeGaris92, Goldberg98, Holland92, Higuchi97, Higuchi97a]. If a “Darwinian evolution” appeared at some time of Universe existence, and from very beginning from Big Bang quantum evolution operated [ref], how is it that suddenly “Darwinian evolution” started at a moment? Were its mechanisms somehow hidden in quantum evolution? What is the mutual relation of the two?

We formulate in the book the problem “what is the relation between the evolution of quantum systems and evolution of living organisms” but we do not attempt to answer this difficult question in the book. This is left for future work. Let us only observe that some recent published research treats evolution of the early Universe as an evolution of a quantum computer [ref].
The Genetic Algorithm technique provides a means for applying the evolutionary process within an artificial system, in our case, within a quantum circuit of certain type.  The Genetic Algorithm is a process that evolves directly parameters of the problem, or evolves them through the evolutionary process of natural selection.  An artificial evolution is applied to (software) data structures, consisting of functions (mathematical operations) and terminals (variables), to develop algorithms (rather than particular solutions) capable of problem solving.  Through a process of emergent intelligence, the GA and its Quantum counterpart evolutionary algorithms formulate engineering solutions based on an accumulated knowledge of the problem and the merit of potential solutions. In our experiences gained while working on the presented algorithms, the designer should be not dogmatic about using the GA algorithm “taken from books” but rather he should  treat evolutionary ideas as well as quantum ideas as powerful “computing metaphors” to create his/her own problem solving and learning approaches. This was an approach presented in this book and it leads to solutions that were often better than those obtained using only a purely GA-based method. Further work on combining algorithmic and (GA) search methods should be continued with applications not only to quantum circuits but also to quantum automata and quantum algorithms.
A question may arise what is new in our approach to using GA in solving combinatorial problems such as in robotics or quantum circuits design. It is well-known that in recent years, the Genetic Algorithms, as machine learning techniques, have been successfully applied to a wide range of engineering problems as diverse as graph coloring [Lewandowski94], traveling salesman [Kruska56], quantum circuits design [Perkowski04, Lukac02, Lukac02a], Neural Network design, economic trend prediction, control theory, and firmware development, to list just very few. They have been successfully used also to quantum circuits design [Giesecke06, Khan03, Lukac02, Lukac02a, Lukac05]. A new introduced here approach was to combine the GA with other search types. Another new aspect introduced in this book is the concept of parallel quantum search that uses GA as one of its methods.

Another question that people ask is this: “with the possibility of realization of quantum algorithms in all kinds of reconfigurable quantum computer hardware, why do you think that the Darwinian evolution principles should be used in quantum world”. One can think that may-be quantum evolution mechanisms are sufficient and that the evolutionary and neural quantum concepts become superfluous. This idea was suggested recently by the inventor of Evolvable Hardware, Dr. Hugo De Garis. He believes that quantum search is sufficient and GA will be useless in quantum computers, despite he wrote himself many papers about quantum genetic search. There were also no good examples of using evolutionary methods on practical quantum circuit synthesis problems. Such practical illustrations are entirely missing from the literature on the subject [DeGaris92, Coon94, Drechsler97, Drechsler99, Disman96]. (This remark does not relate to research of our group, but was a starting point of our work in 2004). Concluding, it is not certain what will be the role of genetic algorithms in quantum area, although several authors work recently on “Quantum Genetic Algorithms” [ref, ref].
 In any case, regardless of future works of humans, Nature used already both “quantum evolution” and “Darwinian evolution”. The Darwinian evolution was “invented” very late by Nature, so it is perhaps subsumed by some more general types of evolution. The Universe was able to evolve much before the first living species arrived. So,  if we believe in Darwinian Evolution, how the Darwinian Evolution evolved from some earlier evolution which could be only chemical and physical? Did Darwinian Evolution exist before the first living cell arrived? Can something be created from nothing? Therefore we believe that Darwinian Evolution results from Quantum Mechanical Evolution and may be other evolutions (chemical, physical) that were created in between.
Virtually no research papers to date have applied any of  these “combined evolutions”  concepts to combinatorial decision and optimization problems, as well as to the closely related machine learning methods based on logic synthesis approaches [Dill01, Lukac08]. We also did not discuss these issues in the book. The future research should include relations between quantum and Darwinian evolutions and our “engineering research” should use these results to the synthesis of quantum circuits and algorithms.
20.2.4. Links of our methods to Machine Learning and Data Mining
In the current and forthcoming “Age of information”, Data Mining is and will become even more so a necessary and ever increasingly important technological tool with very wide application areas. These techniques will be for example built into home robots that will predict behaviors of children, elderly and non-sophisticated users to communicate safely and fully with them by using natural language and human-like gestures. Development of future Data Mining methods will require very powerful computers, orders of magnitude more powerful than any computers currently in existence. In general, as the current trends in both business and machine learning databases demonstrate increased size and complexity, it is even more critical to delineate useful information, or knowledge, from raw data (like camera, microphone, chemical sensors and quantum sensors in future) by automatic means.  The recognition, discovery, and analysis of rules or patterns within real-life-data-created databases and information streams of extremely high bandwidths will become critical to all these processes. Again, nothing has been published so far about data mining using quantum computers, although it is obvious that Data Mining of extremely large automatically created data bases will become a very powerful application of future quantum computers. 
This book is the first one to propose these ideas (but with no details). Here we speculate that:
1. Quantum computers will collect large amounts of small pieces of information that are now not possible to be analyzed in current technologies by standard computers (or humans). These types of data would require the complexity of analysis that is currently impossible, in order to create extremely complex models. These complex models will allow to better explain some phenomena or processes (like those in quantum mechanics, stock market, or weather prediction). 
2. Quantum computer can analyze certain minimally different statistical results like the influence of heat on a given roulette wheel in a particular casino and thus, it will be able to make the real-time predictions which will be superior to any human or classical computer. Modern computers have no ways to acquire or process such extremely high volumes of data. And they never will as the capacities of quantum associative memories are exponentially larger than those of standard computers.
3. Quantum Data Mining will be thus a fruitful research area in coming years, together with Quantum Game Theory [Khan05, Khan06, Eisert99, Meyer99] and Quantum Markets [Pakula06]. It is expected that they will be much applied to study market behaviors and predict moves of competing companies. 
4. Those societies without quantum computers will loose the battles in economy and in real war battlefields, as “our” soldier robots with quantum brains will outsmart “their” soldier robots with classical computer brains [Perkowski’s slides for Intelligent Robotics class Fall 2007].
The requirements of Data Mining (DM) and Knowledge Discovery in Databases (KDD) can be compared to those of the traditional logic synthesis and data analysis.  In common, both applications share the goal of fully describing the system with a minimal rule set (or formula), as required by the Occam's Razor Principle [Gamberger97]: “If two theories explain the set of facts equally well, the simpler theory is better”. However, the system specifications in the DM/KDD field and the logic synthesis field differ much.  While the DM/KDD approaches seek to discover new patterns and rules from the data, the logic synthesis describes circuits minimized by the number of gates, levels, and literals utilized.  Finally, “the biggest difference is that most circuit-related multi-valued logic problems are nearly completely specified, while functions in machine learning tend to be 99.9% unspecified in their respective learning domains” [Files97].  A number of methods of data analysis have been demonstrated in recent years, including Neural Networks [Hagan96], decision tree generators such as C4.5 [Quinlan93], Function Decomposition [Files97, Files98, Files98a, Burns98] and others [Berry97,  Alexits61,  Perkowski95a, Kosko94].  While these methods are effective for machine learning, they are not readily applicable to both circuit design and Data Mining.  This is apparent since the requirements for quantum circuit design are much more stringent than those of machine learning; an implementation must be constructed so that the logic function is always 100% correct (although it may be not true for some applications of oracles where quantum computer only proposes a solution with high probability of success but standard computer is still necessary to verify precisely the correctness of what was guessed by the quantum accelerator).  This degree of certainty is not necessary for machine learning applications.  Recently proposed Quantum Computational Intelligence techniques such as Quantum Neural Networks and Quantum Decision Trees [Farhi98] obtain in theory good results, but cannot guarantee convergence to error-free solutions. There are also other quantum Computational Intelligence approaches proposed, for instance some approaches use other network types or concepts. All these approaches, taken together,  suggest the future convergence of the research areas of Machine Learning, Quantum Mechanics and Logic Design/Evolvable Hardware. We believe that much work will appear soon in the area of Quantum Computational Intelligence and that the ideas introduced in this book may become a starting point to at least some of these research works. 
20.2.5. Links of our methods to Evolvable Hardware. Towards Quantum FPGA.
Recent interest in the field of Evolvable Hardware (EHW) [DeGaris93, Hemmi94, Higuchi93, Higuchi94, Higuchi97, Higuchi97a, Thompson95, Thompson95a, Thompson03, Sipper97] has been demonstrated in the area of Computational Intelligence, in the FPGA IC design community, in the FPGA user community and in the robotics research community.  The EHW field has emerged as an outgrowth of the development of computational and artificial intelligence learning techniques, as well as advances in Artificial Life theories.  The ultimate goal of the evolvable hardware research is to automatically produce highly complex electronic hardware circuits that can architecturally adapt (either “on-line” or “off-line”) to environmental variables, as deemed necessary.  The promises of this new technology, once mature, are that evolvable hardware will dramatically reduce the traditional engineering development time and further, that the developed circuits will be highly fault tolerant, quick to implement (eliminate device reprogramming and re-design time), operate at higher speeds than software learning technologies, and produce highly advanced architectures. It is believed that these architectures will be quite different from the traditional design synthesis, optimization, and partitioning schemes (a combination of synchronous and asynchronous designs, different types of "module" divisions, etc.). When the EHW theory is fully developed, this new technology should allow a completely automated creation of highly complex circuits. Circuits requiring thousands of man-hours of development time, or perhaps, circuits even more sophisticated in design will be created with no human intervention at all. These circuits will be self-learning, highly robust, gracefully degradable, and can be modified as needed.  It has been hypothesized [DeGaris92, Buller03] that in the future, as electronic circuits become increasingly complex, and will perhaps consist of billions of nodes and internal interconnections, the evolvable hardware approach may be the only design tool possible for practical development.  
The implications for such a powerful technology, which is capable of self-directed learning and adaptation, will also present some interesting philosophical questions for our understanding of life and intelligence.  The genetic evolution of machine learning, knowledge discovery/data mining, and circuit design is the first step in the development of this powerful scientific trend and industrial technology towards quantum technologies of the future [Perkowski99c, Negotevic02]. Again, very little, if anything, has been published about quantum evolvable (reconfigurable, adaptable, learnable) hardware which is proposed in this book for the first time (although similar concepts appeared in the literature in the course of writing this book (successors to [Nielsen97]). Observe that evolvable hardware currently exists in the domain of Field Programmable Gate Arrays (and their analog equivalents called FPAAs – Field Programmable Analog Arrays). On the other hand, it is recently believed that quantum computing will be more similar to building accelerating co-processors for standard computers and realized in something like “quantum FPGAs”, rather than similar to mainframe microprocessors. Observe that this is exactly the approach that has been developed and illustrated in our book.
It is obvious that the concept of quantum evolvable hardware that could theoretically find exact minimal solutions to problems that classical computer would be never able to solve is not possible with traditional software GA approaches. The quantum speed-up is in the sense “given for free” in Grover algorithms once the correct setup is achieved. Therefore future evolvable hardware should use both Darwinian and Quantum Evolutions, where the Grover algorithm is only one example of a quantum evolution and the “Quantum GA” of Hugo De Garis [ref] is only one of possible examples how to combine the concepts of quantum and biological evolution.

All these considerations led us to the model of this book in which the future quantum computer will be a parallel system of hardware-programmable units, both classical and quantum, in which the quantum units will use the Grover algorithm. This model is different from the model of De Garis, the model of Han and Kim, or any existing model of quantum computing. Let us stress again that when compared to the two existing standard computing technologies, a general-purpose processor and FPGA, the quantum computer is much more similar to the last one. This powerful similarity was used in this book to develop new methods. These methods were innovative, especially in the light that even in standard computing the research community is still not sure about all capabilities of adaptable reconfigurable massively parallel architectures based on multiple FPGAs. Much further research in this area is possible, and this book is only the “beginning of beginning” to investigate combining quantum evolutionary and other quantum computing paradigms for intelligent problem solving.
20.2.6. “Quantum inspired algorithms”
Another comment seems appropriate at this place. The so-called “quantum-inspired” algorithms originating from KAIST in Korea (Dr. H. Han and Professor J. H. Kim)  are performing better than the classical GA in some scheduling and other practical problems [Han00]. One can consider using these algorithms for our applications. However, let us make a point that we did not work on this topic in our book. First, because we believe that better methods can be found, second that we wanted to develop our own method, which in future may be compared with the approach of the Korean team from KAIST.

The “quantum-inspired” algorithms still belong to the classical evolutionary paradigm, with chromosomes, crossovers and mutations, etc. This is contrast to other Quantum GA algorithms recently published which are more similar to our approach. However, certainly the comparison of our work to the works of Han and Kim would be useful in the future.
The issue of the interrelation of Darwinian and Quantum Evolutions in many of its possible aspects remains a fascinating research topic. For what reason should anybody believe that the Darwinian evolution, as based on chromosomes, crossovers and mutations and simulated in GA software, is the only evolutionary process created by Nature? The answer is not known. The software simulations so far prove that the quantum evolution can play the same role as mutation and crossover in some software applications. The question is then this “may be quantum evolution contributes also to species evolution in our real world? “ Thus, quantum evolution of not only the inanimate Universe but also the living Universe?
May be there is also a quantum component in the evolution of animals? Some new theories speculate that quantum mechanics is a part of neural processes in humans (works of Penrose and Hameroff [Hameroff96, Hameroff98] and [Lukac PhD thesis]). We believe that similarly, quantum components will be added in future to immune system modeling, fuzzy systems and evolutionary/reinforcement mechanisms that are used now in “Computational Intelligence” research area to describe decision and optimization processes. Our belief is based on the fact that it is just the quantum physics (or even some more complex physics like the string theory physics), and the logic based on this physics, that really exist in Nature. The classical logic and classical (Newtonian) physics are just early human approximations which simplify models for user convenience or because of creators’ ignorance. They do not represent the logic of Nature. An imprecise model may be thus a Neural Network or Darwinian Evolution, while the precise model must include quantum nature of everything. (Just one citation from Hameroff  about quantumness of microtubules: “Microtubule based cilia in rods and cones directly detect visual photons and connect with retinal glial cell microtubule via gap junctions”. http://www.quantumconsciousness.org/penrose-hameroff/quantumcomputation.html ). Researchers like Roger Penrose and Stuart Hameroff speculate that all intelligent behavior uses the quantum mechanics as its physical aspect, rather than using the classical physics only. They believe that quantum mechanics is responsible for our conscience.  Regardless whether the human brain is quantum or not, future robots will have quantum brains and future computers will use quantum mechanics.  It will be so, simply because only a quantum computer will allow solving problems of many orders of magnitude higher complexity that will be necessary for these robots to operate and survive.
Observe also that the quantum logic is different from the classical logic (the classical logic is the logic of Aristotle formalized by Boole) on which modern computers and all software modeling human reasoning are built. Several attempts to create more useful logic like multiple-valued logic of Lukasiewicz and Post or fuzzy logic by Zadeh [Zadeh83, Zadeh96] proved useful in some applications. But it is only now, with the arrival of quantum computers,  that we are learning and trying to understand the logic that is used by Nature. When we will learn the “logic of Nature”, we will be able to build and program totally different, more Nature-like, computers. This is the main principle of the dominating recently research direction known under several names: “Physics is Computing”, “Universe is a computer”, “Natural computing”, “Nature-inspired computing” and “Building computers modeled after Nature”. Thus, we believe that it is interesting to look for a new approach to quantum logic rather than just apply known evolutionary ideas to the quantum domain [Lukac02, Han00] (their approach by the way is the research standard now). Again, these new approaches can be hopefully built on top of some ideas of our book.
20.2.7. Are our search models from this book realistic?
Coming back to our way of using quantum phenomena to solve combinatorial problems, some of our methods like the FPRM minimization assumed that the computer has at least as many quantum wires (qubits or qudits) as there are all  minterms of the function (their number is exponential). This is a huge number, so even when quantum computers will become available and practical for other problems like secure communication and cryptography, only small problems will be solvable with the approach proposed in our book. This may be a valid criticism of our work, but first, this criticism can be applied to many other published quantum algorithms, and second with the time progression even larger quantum computers will be built. (We can also improve our algorithm for FPRM having n rather 2n qubits to store the function to be minimized). It is now difficult to predict how many qubits will exist in a quantum computer 200 years from now. Like nobody would predict in year 1850 the power of standard microprocessors of year 2009. In nineteen century, when Babbage and Boole speculated on power of “future computers” and all the London’s elite treated Lady Lovelace, the first computer programmer ever, as an eccentric if not crazy person because of her opinions about the possible power of computer programs, how can the philosophers know that it was Babbage and Boole and Lovelace who were right!
Therefore, this whole book is based on an optimistic speculation of existence of very powerful quantum computers (i.e. with very many qubits). We accept therefore a potential criticism that this book relates to the kind-of “science fiction” technology, but we observe that all quantum computing research other than building small prototypes was science fiction in this sense in year 1999, when we started to work on this book. There was a dramatic flurry of new fundamental developments in quantum computing in years 2006, 2007, 2008 [Wikipedia].  The authors believe therefore that the research on practical building oracles and evaluating their complexity is very important because it analyzes which problems that are unsolvable now, will become potentially solvable with the arrival of more powerful quantum computers.
20.2.8. The main idea of quantum search in this book.
Let us now try to conclude in few words the very basic, central idea of this book and its potential continuations. The basic principle of our approach is very simple but therefore extremely general. First, the logic function representing solutions to some problem (an oracle or its part to be synthesized) is specified using a truth table, a diagram such as KFDD or a quantum circuit.  All true and false minterms are encoded as quantum wire states initialized to basis quantum states
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, respectively. All don’t care minterms are created using the well-known quantum Hadamard gates as all possible superpositions (details explained in chapter 2). Every “for all” loop of the algorithm goes through all “don’t cares” calculated as full superpositions.  This way the quantum algorithm combines constraints (the cares) with free choice (the don’t cares) using quantum evolution controlled by the (configurable, quantum) processor according to the design construction and the parametrical choices of the oracle/algorithm designer. The fundamental difficulty of standard logic synthesis algorithm for don’t cares is solved automatically in this approach from our book. It is a byproduct of the superposition principle of quantum mechanics, i.e. our method uses Hadamard gates that create the equal superposition of all possible basis quantum states - the synthesized logic expression is derived for the cares and don’t cares of the specification.  This solution expression results from the quantum evolutionary process in which superposed states are propagated, and next the quantum amplitudes are amplified and measured (as in the Grover algorithm, Hogg algorithms and numerous variants of quantum search algorithms that start from Grover). Observe that treating don’t cares in classical logic synthesis algorithm was always very difficult. In quantum it is easy, because a don’t care is just a “logic one” in one quantum Universe and “logic zero” in another quantum Universe, so the exhaustive nature of quantum superposition itself (all binary combinations after parallel Hadamard gates – [Nielsen97] ) solves the problem automatically. This is a very powerful general principle of formulating and solving optimization problems with incomplete information using quantum circuits. This approach can be used to any constraint satisfaction problem.
It is this broad application of the Quantum Search to Logic Synthesis/Minimization and automation of the design process, which differentiates our research philosophy from all other circuit design methods known so far (with the sole exception of the Lin/Thornton/Perkowski paper, the source of our inspiration in this book).

This outlined above quantum hardware search/design technique is also a multi-purpose design approach, offering great flexibility.  In contrast to other approaches to logic synthesis, this method of circuit design can be completely customized to optimize for virtually any cost function, i.e. circuit area, power, delay, number of gates, number of inputs, circuit speed, etc.  Everything depends on how the part of oracle that calculates the cost function is constructed from quantum gates, circuits and blocks. Therefore, after our explanations and illustrations in previous chapters, everybody who understands classical logic design and disposes reversible synthesis CAD tools can design such circuits. It is the designer who can take into account any conditions, constraints or parameters by building a respective oracle. The synthesis problem becomes the oracle design problem. This requires the ability to design large hierarchical oracles efficiently. In far future, the desired optimization goals and their relative importance will need only be described to the Quantum Search Problem Solver by a numerical judgment of the proposed solution's merit. Now the designer has to design in full detail all the specific quantum circuits (as it was explained in sufficient details in chapters 9, 10, 11, 12, and 13).
20.2.9. Brute force Search versus human-like intelligence.
Another comment seems appropriate in this conclusion as it also relates to the general philosophy of our book. At the early phase of building chess programs it was believed that mimicking the thinking processes of the chess grandmasters is the “way to go”. It was however shown in 50 years of chess computer research that a massive parallelism with no “human” intelligence is a better approach. IBM just needed a massively parallel classical hardware Deep Blue with exhaustive search implemented in it to win with the world chess champion Kasparov. The non-informed (“stupid”) search is what the quantum computer can do better than any existing computer, as the Grover algorithm can speed-up this search from O(N) to O((N) [Grover96]. On some problems the speedup can be even exponential, but the science knows so far only very few such problems. Thus, may be many problems will be solved in future just be the sole power of exhaustive search made possible through quantum parallelism. 

Is however quadratic speedup enough? Of course all quantum researchers have ambitions to find new algorithms with exponential speedup, but even quadratic speedup is a revelation.

One may say “Grover algorithm has not a great speed-up”, but critics forget that this speedup is only when we want to have 100% probability of success. Much smaller number of steps may be sufficient to generate a good guess that is next verified by a standard computer. For instance, Julian Miller shows recently that a constant complexity O(1) is obtained for quantum SAT problem with many solutions [Miller94a, Miller94b]. Remember that for NP problems we can always verify any guess made by a quantum computer with the classical computer quickly, and we do not need the exact minimum solutions in most cases. (It is well-known that for all NP-complete problems the solution correctness verifying is much easier than finding the solution). Moreover, quadratic speedup is sufficient in many areas such as when compiling a software program or playing robot soccer—there is a big practical difference between 23 = 8 seconds and 26 ~ 1 min. For example, this quadratic speedup becomes extremely useful and efficient when the algorithm works for longer period of time such as that when a classical algorithm takes 10 hours, it will take for Quantum Grover Search ~ 24 minutes. If for classical algorithm 100 hours, for Quantum Search it may take ~ 77 minutes only. So, we can easily see the difference and appreciate the tremendous speed up of Quantum Computing (the above example was for Grover Algorithm case only).
20.2.10. Exact versus approximate methods 

The goal of the circuit design research developed in sections of this book is to concurrently achieve both correct logic functionality and utilize a minimal number of logic gates.  Since the proposed approach evaluates expressions based on user definitions, any type of logic i.e. the multiple-valued or Boolean logic, could be implemented (theoretically) with ease.  Only limited Boolean logic applications by evolutionary learning methods have been demonstrated by other authors [Coon94, Koza92, Koza94, Koza99]. This will change with the creation of quantum computers, where an arbitrary GA-like problem or Constraint Satisfaction Problem would be directly solvable in hardware, using our proposed here approach (or possible improved future approaches that will be derived in future from our approach or competing approaches of  Hugo De Garis or Han and Kim). 

In addition to the exact quantum synthesis meta-algorithm, we created a heuristic search algorithm variant QSPS to be simulated in software. This simulator has only a limited potential. It is well-known that the simulation of quantum computers in standard computers is, from its very principle, very inefficient [Feynman]. With the limitations of the current computers, the experimental results of one preliminary version show that the logic expressions from this technique can produce better than 88% coverage of minterms in the given truth tables, but unfortunately the method cannot guarantee complete (100%) coverage.  Thus, the method cannot be used for the design of arbitrary quantum circuits, but can still be 100% convergent for some functions and is useful for Data Mining, Machine Learning, Knowledge Discovery, and robotics applications.  The same method implemented in a future quantum computer may reach 100% convergence. There is another point here. Normally we assume 100% correct hardware but it is not sure at this time that the future self-repairing fault-tolerant computers will require 100% coverage for many problems. This means a quantum system composed of incorrect (faulty) components may operate correctly as the entire system [Von Neuman].  The grateful degradation allows the system to work correctly even if some percent of logic gates do not work correctly. Concluding on this aspect, the requirement for logic synthesis may change in future, making our algorithms useable with even less than 100% convergence.
20.2.11. Search with many strategies and heuristics

The approach to develop the QSPS software/hardware uses a limited amount of humanly-designed, application specific heuristics.  (The goal was for instance to develop the best GRM minimizer, producing minimizations better than those of a highly optimized human-designed algorithm by Debnath and Sasao [Debnath95, Debnath96].)  In this algorithm design, the heuristics are used basically as generators of many good starting points for searches.  Thus, logic heuristics are utilized to intelligently limit the size of the search space, while the search utilizes the quantum mechanics properties as a model from which the detailed logic minimization algorithms are determined. This is an evolutionary mechanism but it is unlike the Darwinian, Lamarckian or Baldwinian variants of evolution. The heuristics applied here include the following:  the addition of a “best-bounds” local heuristic search, logic theory applied in an expression specific manner which limits the minimization search space [Csanky93], starting with a population of expected good (rather than randomly generated) solutions (such as various “seeds” of ESOP circuits), and simultaneously investigating multiple solution trajectories per expression (all minimal cost expansion trees).  We have simulated over 110 MCNC benchmarks [MCNC91], to check if these heuristics combined with evolutionary approaches show equal or reduced performance with that of the pure Genetic Algorithm.  The QSPS Algorithm was invented on base of comparisons as a better learning technique, as it incorporates a number of human and automated learning mechanisms and is more widely applicable. It was done even without utilizing the real power of quantum computing. We believe that QSPS can be further improved when more applications will be investigated.
20.2.12. The implemented “Quantum Search Problem Solver” versus the general quantum search model from the book
The development of the Quantum Problem-Solving (QSPS) Algorithm design was based on the assumption that “any combinatorial problem can be solved by searching some space of states”.  Many algorithms in this book confirm this assumption.

The solutions in QSPS are achieved with state-space-based serial-parallel search mechanisms. All software implemented by me in this book is only serial. Similarly only single-processor quantum computers were simulated  so far, not  parallel quantum computers. This task remains for the future work. The search mechanisms discussed are so general that they apply to both normal and quantum search domains.  Herein, any type of search methodology may be employed and enhanced with corresponding learning mechanisms with which the search can find better solutions in less time, within the given state space size.  The Human-designed Expert Systems often work well, but are limited in their practical applications.  The traditional pure search strategies (breadth first, depth first, branch-and-bound, etc.) are comprehensive, guaranteeing an optimal solution from the solution space, but are (usually) prohibitively memory- and time- consuming.  Quantum search combined with classical search in multi-level hierarchical game-like strategies gives the promise to be superior both to classical blind search, classical heuristic-dominated search and quantum “non-informed” search.

As the previous researches have shown, the heuristic search methods of Genetic Algorithms/Programs, while providing a less thorough search of solution space, may find quasi-optimal solutions as local optima in the search space. These algorithms are however unable to find other, better solutions.  Further, the GA/GP approaches have limitations of size, computation time, and solution optimality. They give also no explanation of the design methodology or transferable (scalable) rules of generalization.  But they have two great assets: generality and ease of creation and use. 

Another general approach is functional decomposition such as Ashenhurst/Curtis decomposition. The Functional Decomposition research in our group [Files97, Files98, Files98a, Perkowski97d], while creating good solutions, is not easily tunable to all technologies and specifically we do not know how to adopt it to reversible circuits.  It can be however observed that the Ashenhurst-Curtis decomposition can be used itself as the learning method in the space of search parameters [Slagle70, Samuel59, Samuel67] in QSPS. This has been not implemented but is a possible future research direction.

Based on previous literature one can thus state that  both the complete and incomplete search strategies are generally unsatisfactory for producing a multi-purpose problem solving technique for practical applications.  Therefore, human expertise must be combined with search mechanisms, for the development of efficient problem-solving methods, rather than as expert tools (search methods) to re-invent new problem-solving mechanisms “from scratch”.  The QSPS Algorithm was designed to use synergism to incorporate any type of learning, including both pure and heuristic search strategies.  The techniques are combined to form a superset, intelligent “toolbox” of various learning methodologies into a single algorithm.  (The search methods currently implemented are a GA, random search, “simple” (bit-flipping) search, breadth-first, A*, best bound and depth-first strategies.  However, any other methods can be easily added.)  
This QSPS Algorithm has the capability of automatically producing customized, problem specific solutions which may combine a number of different solution search strategies for problem solution.  Further, QSPS builds on the strengths, and thus reduces the weaknesses, of different well-known search methodologies.  Elements of game theory were introduced into the QSPS Algorithm, as the different search methods first compete for efficiency and then cooperate to produce the most direct route to producing a quality solution.   As the standard input and output formats are netlists (input may be a truth table, output may be a quantum array), the combinatorial logic may also be depicted graphically as a tree, decision diagram, K-map, or algebraic form, aiding the user in modifications of strategies, heuristic development, visualization of data, and the optimization process [Perkowski99c] (see chapter 7).  
By combining search strategies through game theory [Samuel59, Samuel67], involving both competition and cooperation, as well as adding feedback to traditional methods, the technique can be further improved. It should always produce results no worse than the standard techniques and often much better, as the strengths of all extended methods will be utilized.  In contrast to standard “Darwinian” genetic/evolutionary methods, this approach learns (at least in theory) from problem to problem by generalizing successful problem-solving strategies.)  We should however further study these aspects of QSPS design.

Even in the current QSPS the experienced human designer/problem-solver is not out of the loop. He can collaborate with the systematic and evolutionary components of the program, providing high-level feedback. The applications of the QSPS Algorithm indicate, on some problems, substantial performance improvements with this new algorithm versus other methods. For instance, the results of the GRM minimization may be compared to those of Debnath and Sasao [Debnath95, Debnath96]. Thus, Debnath and Sasao developed software which can minimize GRM functions with a larger number of variables and multi-outputs, but this software is only applicable to the minimization of completely specified functions.  In contrast, the QSPS software is a general solution search method that can be employed for any logic problem, complete or not.  Applying the QSPS to the GRM minimization problem, it is capable of solving both completely and incompletely specified functions.  The minimization of incompletely specified functions is well known to be more difficult than the minimization of the completely specified forms [Dill01]. Our goal was that the application of the QSPS to the incompletely specified GRM minimization problem will produce results that are superior to those previously achieved by Dill and Perkowski [Dill01] with the iGRMMIN software, the first and only other software designed for this application.  The QSPS utilizes both a human designed heuristic and a genetic algorithm, and it employs many different non-quantum search techniques. QSPS adds quantum searches. 
20.2.13. Arguments for AND/EXOR logic in binary quantum applications

One may ask why we used AND/EXOR logic as the fundament of all designs and software in this book? The answer was partially given in previous chapters and can be concluded as follows:

1. AND/EXOR logic is more natural for reversible and quantum circuits than other types of logic.

2. Some ideas of previous authors who worked on AND/EXOR logic can be used.

3. The AND/EXOR logic is relatively easily generalizable to Multiple-Valued logics – from GF(2) to GF(n).

4. The AND/EXOR logic is highly testable.

20.2.14. Galois Fields Logic for quantum circuits.

It is interesting to note that the binary AND-EXOR logic represents a special case of the Galois Field Logic [Batisda84, Stewart89, Winter74, Edward93, Bell66] GF(k), where the radix k=2.  Thus, Galois Field (Galois for short) logics can be viewed as a generalization of a subset of Boolean Logic because the Galois Field mathematical operations are applicable for multiple-valued logic values, over any finite field.  Using of Galois logic allows us to have a mathematically beautiful synthesis theory and apply mathematics. It allows also to create a general theory for every finite field GF(Nk). Thus, as the quantum logic is based on Pauli X, Y and Z rotations, the concept of rotation is the most natural for quantum logic at the low level. Rotation leads to modulo counting and modulo addition and is the operation used for add operator in every radix of MV logic being a prime number. Composition of rotations in various axes X, Y, Z leads to algebraic structures called rings. Realization of GF operations for GF(3) and GF(4) has been shown to be not too complex in the literature. All these are good arguments for AND/EXOR logic and its generalizations such as Modulo-based, ring-based and Galois Field based logics.
But it is still questionable if Galois Logic is the best logic from the low-level quantum circuit realization point of view. This problem is left open in our book as it is a subject of the Ph.D. of Dipal Shah [Shah07]. Let us only observe that the Galois logic is only one of many possible extensions of AND/EXOR logic for d-level quantum circuits, extensions that proved to be dominant in quantum circuits in year 2009. The other is the Controlled-Gate-Logic (our own name as this logic is not known from literature) which seems to be the best offer of current technologies.  We did not discuss generalizations of methods proposed in this book to the multiple-valued logics. We can refer the interested reader to the literature on the subject [Shah07, Giesecke07]. We agree, however, that these are only heuristic and analogy-based arguments for AND/EXOR logic to be used in quantum. Further research is still necessary. Hopefully it is being done in PSU quantum group of PSU Mathematics and ECE departments in books of Faisal Khan, Ahmed Aden, Martin Lukac, Dipal Shah and Nouraddin Alhagi.

20.2.15. Highly Testable Quantum Circuits

It is well-known that the AND-EXOR logic, especially two-level logic, is the most highly testable of all digital logic structures [Perkowski97a] used in classical logic. In EXOR cascade [Reddy72] any stuck-at-1 or stuck-at-0 fault changes the polarity of signal seen at the output. It makes EXOR logic perfect for testability. Although the stuck-fault model is not good for quantum circuits [Biamonte04], the rotation model (like inserting an inverter to a quantum wire) also changes the output polarity. So, high testability methods can be rather easily adapted from classical to quantum logic [Biamonte05d, Perkowski07]. Therefore we believed that the AND-EXOR logic is  a good candidate for permutative quantum design, where the fault-tolerance and high testability issues are especially important [Kalay99, Kalay99a, Drechsler99, Perkowski99a, Reddy72, Sarabi93]. 

The recent top results in testing ESOP circuits (these circuits include the GRM, FPRM, and PPRM forms as special cases) were given by Kalay et. al  [Kalay99a] as:

“…a simple, universal test set which detects all single stuck-at faults in the internal lines and the primary inputs/outputs of the realization…  (the) circuit realization requires only two extra inputs for controllability and one extra output for observability.  The cardinality of our test set for an n input circuit is (n + 6)…”

The test set developed by Kalay et al [Kalay99a] can also be very successfully applied to Built-in Self-Test (BIST) applications, and the concept of quantum BIST has been developed by Biamonte and Perkowski. It was then a hope, while developing the AND/EXOR reversible circuits in this book that the methods from [Kalay99c] and Biamonte and Perkowski [Biamonte04, Biamonte05, Biamonte05a, Perkowski05] can be expanded to a wider category of quantum oracles.  It is evident that the two-level AND-EXOR logic family is highly testable with a very limited number of test vectors assuming the classical “stuck-at” fault model.  Again, because of the similarity of these circuits to  quantum circuits (specially some structures) and because of the current understanding of fault models for quantum computing research of (Biamonte and Perkowski [Biamonte05c], Hayes and Ralf [Ralf05]), we believed when starting the work on this book, that all these methods can be extended to multiple-valued Galois and Controlled-Gate Quantum Logics. These other results can be found in [Shah07]. The high-testable EXOR-logic based circuits that originate from Reddy and were next extended by Sasao [Sasao95g] and Kalay et al [Kalay99c] were further extended in  classical logic by Bhattacharya et al [Bhattacharya1]  to bridging faults and to other AND/EXOR structures. The general idea is, the more EXORs and group-based operators, the more is the circuit testable.

Concluding, currently the basic research and CAD tool development for various AND-EXOR forms is increasingly at the forefront of the classical logical research as documented by many papers in RM, ISCAS, ULSI, ISMVL symposia and DAC conferences. The existing development in quantum circuit design area is dominated by this kind of logic, but so far there have been no any work besides book by Anas Al-Rabadi [Al-Rabadi04] based on his Ph.D. from PSU [Al-Rabadi02a] that would try to unify all the existing AND/EXOR approaches with respect to reversible logic synthesis, and especially for quantum realized oracles and not just the reversible logic oracles.
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