Probl em 10. Mnimzation of
| nconpl etely Specified Finite State

>SQOQ = DD O O T Q2

Machine M

Machi nes.

G ven 1s Machi ne M

(a) Find the mnimal machine (in the
nunber of states) that is equivalent to
machi ne M

(b) Draw the triangul ar table of machine
M

(c) Solve the triangular table

(d) Find the nmaxi mal conpati bl e groups
of states

(e) Solve graphically the

covering/cl osure problem

(f) Formul ate al gebraically the binate
covering problem

(g) Realize the machine using JK flip-
fl ops and conbi nati onal gates.




Solution to Probl em 10.

b cd, fh

c fh /

d cd, af ah

e Vv fh fh af

f de de,ah | ce af

g cd V V

h be

a/ d e f g

Compatibles = {ae, af, bg, de, ef, eg}

af compatible under de, de compatible under af, ef compatible under af




Solution to Probl em 10.

Compatibles = {ae, af, bg, de, ef, eg}

Max compatible bg

SO = DD O O T SO

Max
compatible

ge

\\/Iax compatible de

Max compatible afe



Solution to Probl em 10.

‘Compatibles = {ae, af, bg, de, ef, eg}

af compatible under de, de compatible under af, ef
compatible under af

Solving graphically the
covering/closure problem

SO = DD O O T SO

Complete and
closed graph.

This graph has groups
aef, de, bg}.




Solution to Probl em 10.

It can be observed that the machine is realized in the next problem since
this is the same machine. So, you minimize the machine and next encode
It and realize with JK ffs. This is a smarter approach that realizing the
non-minimized machine which would lead to too big problem.

The binate covering Problem.

Given Is a set of symbols S. Given is a set of groups G such
that (for each group g; 1 G) [ g; U S]

Select set G1 [ G such that:

1)U g0G1=S

2)[ (g;0G1)and IMPLY(g;, g,)] ==>g,0 G1



abcdefgh af de aef
A ae | y
B af |, y 0
C_ ef X x 0 0
D aef | x X X 0]
E eg X X
F_de X X 0 -0
G bg X X
H h \ Covering part Closure part

Reduced to satisfiability formula

(A+B+D)G(A+F)(B+C+D+E+F)(C+D)
(E+G) H

* (B-->F)(C-->B+D)(D-->F)(F-->B+D)




Problem 11. Realization of
Synchronous Finite State Machi nes.

>DQ —=h DD O O T SO

(a) Gven is machine fromthe left. Realize this
machi ne using D flip-flops and the excitation
and output functions that woul d depend on the

m ni mum t ot al nunber of vari abl es.

(b) If you cannot mnimze all these functions,
try to mnimze at |east sone and prove that you
m nimze them by sone systenatic nethod.

— You do not have to prove that your solution is

optinmum but you nust proceed rationally using the
met hods shown in cl ass.

— While solving this problemthink about all FSM

optim zing nmethods di scussed in our class.
(c)Using the final schematics denonstrate that
you i ndeed m nim zed the nunber of argunents of
sone functions. Wite specifically which ones.
Prove with your comments that you understand the
principles of state assignnent and not only the
procedure.




Solution to Problem 11.

{afe, bg, de} are groups of compatible states from

a
b
C
d .
. cll A0
: 8D/l E/0
D/0| AJO
ﬁ C/0E/0
els/1las

P(0)=(AD, BC, E), P(1)=(ACE, BD)

the minimization of states. Encode A=afe, B=bg,
C=de, D=c, E=h leads to the table below:

PO(0) = (BE, ACD)
PO(1) = (E, ABCD)

Pc(0) =BCD
Pc(1) = AE
Thus 1--> (BCD, AE) and this partition
should be taken to simplify excitation

function. The respective ff will depend only
on input signals.

P(0) generates (AD,BCE), (ADE,BC) and (E,ABCD) which was already found.

Assume (ACE, BD). Calculate product:

(BCD, AE) * (ACE, BD) = (C, BD, AE) thus B and D should be separated and states A
and E should be separated. This can be done by PO(0) or (AD, BCE)



Solution to Problem 11.

C/0|A/0 T1= (BCD, AE)=(1,0) | | T2= (AD, BCE)=(0,1)
B|D/1|E/O
D/0l A/O T3= (ACE, BD):(O,]-) kA—OOO since it occurs most times
C/OE/O i\a
XY
E{B/1|AL 0 1 A=000,
A=000 ] 110,0 000,0 B=111,
0017 .- i C=110,
wW tT1t =
caﬁsi:x)p(éf depe;ding 011] - - E_ 3-]?3' ’
pecause ot 1-oT1 | E=010| 11,1 | 000,1
— X* = a’ which confi tati
weopeatzte | = 10| 1010 1000,0 | | forrrencodedwith TL.
simplify the second B=111 101,1 010.0
column ’ Y+ =Za+ X’ a’ + Y’a’ which confirms
D=101{ 11700 | 010,0 our expectation for simple first column
’ (for @’). This is because of P(0)
100]| - -
X*Y T 7= Z* =Y a’ which confirms our
expectation for simple second column
Tl,TZ,T3 (for a).




Solution to Problens 11 and 10.
Realization with JK FFs.

a
Q1Q2 Q3
\\\ 0

A=000
001

011
E=010
C=110
B=111
D=101

100

1

110,0

000,07

1111

000,1

101,0

000,0

101,1

010,0

110,0

010,0

X*TY* /L=
T1,T2,T3

Output z

Using standard methods
for JK FFs we get:
J=2a

Kl=a

J2=2a’

K2=Qla +aQ3’
J3=0Q2 &
K3=a+Q2' =(Q2a’)’




Problem 12. State Assi gnnent of
Synchronous Finite State Machi nes.

ab ab

00 01 11 10 00 01 11 10
AlA[A|B]|C Alorl11] 12] 12
BIB|A| C|c B [01]gq | 2- |01
C|lB|l C|C|B B|o1l11| -1]01
DA[=[B[B]| clo~[1|n

Transition table Output table

Given is machine M2 described with the following transition and output tables



Sol ut1 on

Partitions from Transition Table

P(00)={AD,BC}
P(01)={AB,C,(D)}
P(11)={AD,BC}
P(10)={AB,CD}

Observe that there is only
one set of proper partitions
that are determined by
partitions determined from
transition table:

T1={AB,CD}
T2 = {AD,BC}

ab

00 01 11 10
AlA[A|B]|C
BIB|A| Clc
C|lB| C|C|B
DIA|— | B|B

Partitions from the Output Table:

to Problem 12.

ab

00 01 11 10
Alor]|11] 11| 11
B | 01{pp| 1-]02
Clo1]11]-1/(01
D] o1 --|-1| 11

Concluding, I select

Po(00)=1

Po(01)={AC,B,(D)}

Po(11)=1 (the simplest out of many)
Po(10)={AD,BC}

Thus select T2 and T3={AC,BD}

partition T1 for sure and
T2 since it will simplify
two columns of
transitions.

Another choice would be
to select T1 and T3.




Solution to Problem 12.

OO W>

00 01 11 10
01 11
01 01
01 01
01 11

00 01 11 10

01 (1w

01=B

11=C

T1 = {AB,CD}
2= {ADEC) selectclad b
0 4 00 01 11 10
T1 = {AB,CD} Al Al A C
T2 = {AD,BC}
7 N B|IB| A C
0 1 C|B| C B
Thus encoding is: DA|— B
A=00,B=01,C=11,D=10
ab
This encoding leads to
maps at right: 0=A OO%\_SS'_ 11 1110
IThe groups 01=B 'C_)g et
responsible for 01 00_
SOP 11=C [} o2ifA1:f 1% )ol
minimizationare | =~ |i.ea A FR
shown 10=D [00/[— / OF

10=D




SO I Ut | on t 9) Pr 0] b | em 1 2 _ As we see, simplified groups are composed of

groups from previous slide that are in turn
found from partitions

In red ab

Q1 Q2 o102 ab
Q1+ = 00=A00 0L 11 10 ~  _ 00 01 11 10
Ql’ab’+Q2ab+ 00100 01]11 B D
Qla’b 01=B 01 01 q L
o0|11]111] 01=B| 01 o1 || 1-]| 01
In blue 11=C 01 '.11" 11 01 11=C 01 11-1 01
Q2+=a+ 10=D |00 _“—: 01 |01 10=D 01 ?,_ :j?
QRb*+Q1a’h
repeated b ? - ?
|
O 00=AQ0_0L 11 10 00 01 11 10
71l =ab + 00 OO oDl =A ] <
(a+h)Q2'+Q1b  (1-p .C_)g IS 01R11: 11 @\
0L oot T1%30L  01=B [ 01 o1 [1- [[OL
In black 11=C [ or:[:11}[; 112 }31 11=c | 01 [i11i[i-1 [f01}
2=1 _p PSS e Sl Y
10=D {0J]i= oV 0F|  10=p| 0L[{}i -1|Cip)




Solution to Problem 12.

ab
00 01 11 10
AlAlA|Bg]|C
f D B[B[A[clc
\ // C|B|l|C|C]|B
B—— D|A|— | B|B
transitions

NN

B———C

Next states

outputs

ab

00 01 11 10

0111 11} 11
Ollp1] 2- (01

01/11] -1101
o1} --| -1]| 11

OO W>

Assume that transitions are twice
more important we get:

A 5 D

7

B__—

8
Total graph



Solution to Problem 12.rul e-based
We get this face of a hypercube

N/“-——'N/

B occurs most often
so is encoded by 00

Which leads to encoding
A=01, B=00,C=10, D=11

This is the same set of
partitions as before, so the
result Is very similar in
terms of realization cost.



Solution to Problem 12.

ab ab
00 01 11 10 00 01 11 10
R ) AlA[A|B]|C Alorl11] 12] 12
BIB|A| C|c B | 01]gq | 2- |01
C|B|l| C|IC|B Clo1l11]-1]01
B C DIA|[—|B|B D01 --| -1] 11

This leads again to solutions {T1,T2}
and {T1,T3}



Solution to Problem 12.

ab ab
00 01 11 10 00 01 11 10
AlA[A|B]|C Alorl11] 12] 12
BIB|A| C|c B | 01]gq | 2- |01
C|B|l| C|IC|B Clo1l11]-1]01
DI A[—|B|B D (o1 --[ -1] 11
e i—
!
O i e 4X<
/ | No pairs of proper
(AD,BC) partitions. This method
(AB,CD) (AC,BD) ) _
X X X gives nothing new.

{AD,BC} is best.{AC,BD}
worst. So solution1s T1,T2



Solution to Problem 12.

01072 ab QQ+ JK]|Use
00=A 00 01 11 10 00 0 method of
00| 00] 0111 " | bold
01=B| 01 ool11 |11 01 1- SymbOIS_
_ y 11=C|o1|11] 11 10 -1j(shownin
J1=a(Q2+b’) 01 red)
10=D |00 |— |01 |o1 11 -0
K1=Q2’+b’
PR ke=Qrath
Q1 Q2 0 0 0 Q1 Q2 ab / .
— 1 1
00=A. TG = 00=A 00 01/ 11 1O’Axplanation
Y | S 0\ i N 0 /O 1 11 why this is
01=Bl[g o I 11 01=B[7 good is the
. \Oj 111 same as
11=C {jo||1 [|1 0. 11=cl1 |1 [[1 ], before
10=D |0..l]=.]Q...]la.. 10=D o |— [1 |1
JTKI




Problem 13. Scheduling and Register Allocation.

How many reeisters to store the six variables
(@) (ul to ug) 3°

Inputs: v1, v2,v3, vd V:l- v3| | V2 v4
Outputs: uj, ud

opl: ul <-- vl + 2
opl: u? <-- 3 -v2
op3: u3 =--v3 +vd
opd: ud <--ul -u
op3:uld <--ul +uj
opH: ub <-- ud -u3

ASAP needs three

clock cycles
l
3 registeryf adders, E B —
1 subtractor.




Life time analysis of variables

cycle (U1 U2 U3 U4 Ubs

CO

C1l

C2




How maﬂg regcisters to store the six vanables
(ul to ud) ?

Inputs: v1,v2, v3, vd
Outputs: uj, ud

opl: ul <-- vl + 2
opl: u? <-- 3 -v2
op3: u3 =--v3 +vd
opd: ud <--ul -u
op3:uld <--ul +uj
opH: ub <-- ud -u3

ALAP needs three
clock cycles

3 registers, 1 adder, 1 |  —mmees B S N - —
subtractor.




cycle (U1 U2 U3 U4

Ubs

CO

C1l

C2

+

One more solution: 3 cycles, 3
registers, 2 adders, 1 subtractor.

I S T Y

This solution is not better. From now
on, several variants of solving this
problem are possible and | just show
one of them.




I select ALAP. Incompatibility graph is obviously 3-colorable, not less.
Registers ul, u4 and u6 are colored yellow.

Registers u2, u5 are colored pink

Register u3 is colored green.

u3 U5
green -
ink |U2
pink ul ud u2 u3
v3 va yellow pink green
vl | V2 } v3 v?2 /

M1 1TM2 M3 [ M4
D1 D2 l
yeIIowv ‘;')ink pink"
u2 u6
green u4| yellow

The schematics from left can be realized in memories,
register files or registers. Mux M3 and Demux D2 can
be simplified by reducing control variables to one each.



Problem 14

Schedule and allocate resources for

each ' 3| Function
operation, minimizing area and MLllllp{ltr 8
latency as much as possible. ALU 4

C omparator

-2 | b2

Adder

Subtractor

(a) Find the solution with the
smallest area

_ ] ] vV PR ;'; LY Fx )
* (b) Find the solution with the VNG VL NC VL V&
smallest latency. A BV W A
— In points (a) and (b) you are not \ 4, .H N Mo N/
required to give an optimal solution, =) [ B e ()
since that may prove to be more \ " 1SN S
difficult than can be done in a OO L
reasonable amount of time. = T,
e —F 14
— But you have to demonstrate that “;*
your reasoning is correct, you L
understand the problem and know at Int]
least some scheduling and allocation "
methods. | .
' | Area: | Latencv:




Solution to Problem 14

Obviously only multiplier is the only

operation for *. ALU withcost 4
does the same as comparator,
adder and subtractor of cost 6. So
the smallest area Is 8+4=12.

We will need muxes for scheduling.
See next slide.

In this figure the latency is 5
(the shortest possible - ASAP),
but the cost Is
3multipliers*8+2adders*2+1co
mparator*2+1 subtractor*2

Function
Multiplier
ALU

Com parator

Adder

Subtractor

=04+4+2+2=32

So our trade-off is to find not slower
than 5 with cost better than 12. Let
us first find small cost solution.

Maximum
dependency shown in
red limits the latency
to 5.

' |Areu: | Latencv:



*)14

(+).12

|

10

/
7

|
\\\
J—

1) J

11

+,> and - allocated to ALU.Cost 12.

10 cycles.
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\ //3* H&;@\J
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| TR OG-
()

IR
*) 11 (+¥15

One more variant. Analysis

shows that we cannot reduce
more with one multiplier and
one ALU. 6 is a lower bound

of cycles assuming one  /
multiplier. Let us add more

ALUs +.> and - allocated to ALU.Cost 12.

9 cycles.



KD\/ \@{/\ VAR filled

3[x / 6 filled

Now | assume two ALUs \ / \

and | push operators * 1
implemented in ALU to p 4 @ 10 3 fl I IEd
top to fill two ALUs. < N ]

ALU shown in Blue. \ 8 @ @ (9 / f| I IEd
Then | see that all )

remaining are adders so
that | need only one ALU
and one adder. | needed
to shift subtractor 7 again
to cycle below to keep

one ALU and one adder. (9 11 fl I IEd

20,
Assuming cost 14 you can 5
theoretically improve only \ : 583 )]_4 Cannot be
by one cycle, but analysis 6 pushed up

A
of red path and multipliers (4%5

shows that it is not 7 Cannot be
possible. So we found a v pushed up
local minimum.Assuming .. : i
two multipliers you can Tr_nsf IS a goo_d solqtlon. But no proof |_f
reduce to 5 cycles. Check minimal. Using this method you can find
it. But cost increases by 8. } | near minimum solution quickly.

+,> and - allocated to ALU.Cost 12+2=14.

7 cycles.



Problem 15.
From Verilog to sequential logic circuit

module DIFFEQ (X, y, u, dx, a, clock, start);
input [7:0] a, dx;

inout [7:0] X, Y, u;

input clock, start;

(a) Design the complete
Data Path and Controller

reg [7:0] xI, ul, yl: for this example. Any
always method from the class is
begin applicable for any part of
wait ( start); the complete design
while (x<a) procedure.
begin
Xl = X + dx; (b) Explain your
ul=u-@*x*u*dx)-(3*y*dx); selections of methods
yl=y+ (u>dx); and design decisions.
@(posedge clock); (c)Verify your solution.
x=xl;u=ul;y=yl,
end

endmodule



module DIFFEQ (x, y, u , dx, a, clock, start); Solution to Problem 15.

input [7:0] a, dx;
inout [7:0] X, , U; \ $ 8 g t 8

8
input clock, start; \flc’Ck —’D—
rtleg [7:0] xI, ul, yI; start J | |3
always +
3{ latch *
begin -
wait ( start); —
while (x<a) nernal
. 3ydx
begin 3xudx [ *
Xl = x + dx; |
*
ul=u-@B*x*y*dx)-(3*y ; T
=y + (u*dx); | ) —
@(posedge clock); +
x=xl;u=ul;y=yl; v v
enaple vl o
end / X tH > yl
endmodule p *8 *8 8*
l(x<a) X u y
Circuit optimized for speed. Some standard transformations of data .
path used. | selected this method to avoid time-consuming design of a X,u and y are the same io S|gnals das on tOp

control unit. Standard register with enable is used.



